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Abstract

Key performance indicators, or KPIs, are important metrics used
in organizations to indicate their progress towards a defined business
goal. In the competitive e-commerce world, it is important to obtain
actionable insights as soon as possible. Forecasting KPIs can help
these e-commerce companies to have foresight to act on with their
actions to ensure business goals will be achieved. The main objective
of this thesis was to improve the prediction of KPIs using historical
data. Moreover, the prediction will be implemented in the software
platform of FasterIntel and will be extended for multiple e-commerce
companies. Therefore, only data that is available in this software
platform and data that is generic enough to be available from all
companies will be used. These data are web tracking data from Google
Analytics and publicly available data.

In this thesis, we investigated eight different KPIs where four of
them are predicted and the remaining four are derived from the pre-
dictions. The four predicted KPIs are the visits, transactions, revenue
and media spend. Moreover, the forecast is based on 7 days ahead fore-
cast. Linear and non-linear models were implemented to produce the
forecast. The linear models are the Ratio-based model and ARIMA
and the non-linear models are Random Forest, Multi-Layer Perceptron
(MLP) and Long Short-Term Memory (LSTM).

We conducted two experiments. In the first experiment, the past
history of the KPIs and time derived data from Google Analytics were
used and in the second experiment we extended this with external
data and other Google Analytics features. The results showed that
this external data and these Google Analytics features did not improve
the forecast. The best performance achieved for visits and transactions
was with Random Forest and for revenue and media spend with MLP.
The improvement compared to the current model, which is the simple
linear regression, was 41.75%, 17.04%, 17.02% and 56.00% for visits,
transactions, revenue and media spend, respectively. However, the
forecast error was still large. The reason is the limited historical data
available and the generic data. More specific data might be useful to
improve the performance further.
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1 Introduction

With the evolution of the internet from a basic tool of communications into
an interactive market of products and services [1], many enterprises across the
world attempt to embrace e-commerce. E-commerce, also known as electronic
commerce, consists of electronic business transactions to purchase and deliver
goods and services. E-commerce sales worldwide has grown from 1.37 trillion
US dollars to 1.86 trillion US dollar in 2016 and it is expected to grow to
4.48 trillion US dollars in 2021 [2].

To aim for better performance in e-commerce, measuring the key performance
indicators of e-commerce websites are important and cannot be overempha-
sized. Key performance indicators, or KPIs, are metrics that organizations
track to measure their progress towards a defined business goal. By tracking
and measuring these indicators, recommendation for operational improve-
ment can be made based on actual data.

There are many KPIs for an e-commerce website, some of which are website
traffic, conversion rate, sales and revenue. In the field of KPIs, a lot of
research has been done on finding factors that affect KPIs such as factors
that will have impact on sales [3, 4, 5]. However, for forecasting KPIs, most
research has only focused on sales forecast [6, 7, 8]. For example, Taylor
[6] has focused on the forecast of daily supermarket sales to be applied in
inventory control systems. Lenort and Besta [7] have focused on the forecast
of apparel sales to improve the effectiveness of the retailer’s sourcing strategy.
In this research we will focus on the forecast of more KPIs besides sales. The
forecast of KPIs will help e-commerce marketers to retrieve insights as soon
as possible which is important in the competitive and crowded e-commerce
world. They will have foresight to act on with their actions to ensure business
goals will be achieved.

The scope of this thesis is the forecast of KPIs for e-commerce brands which is
offered in the software product of FasterIntel. This software product is a plug
and play marketing platform for e-commerce brands and it currently displays
the daily predictive performance of KPIs over different channel groups until
the end of a week. However, the simple linear regression which is the current
model that is used for the prediction of these KPIs is not accurate enough.
When e-commerce marketers rely on these predictions to make marketing
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decisions, these predictions should be as accurate as possible.

In this research, the goal is to improve the prediction of the KPIs using
historical data. However, since the prediction will be implemented in the
software product of FasterIntel and it must be scalable for multiple clients,
we will encounter restrictions that makes it challenging. One of these restric-
tions is that only data that is available in the software product can be used.
This data consists of web-tracking data from Google Analytics. Moreover, if
web-tracking data alone is insufficient to make accurate predictions, then we
have to find external data that is still generic enough to be used for multiple
clients. This restriction leads to the following research question:

With how much can the forecast of KPIs be improved compared to the current
model using only data that is generic enough to be available from all clients?

The structure of the thesis consists of eight chapters. The first chapter is
the current introduction. Chapter 2 provides background information about
FasterIntel, the KPIs, the channels and the current model used in the soft-
ware product. Next, chapter 3 gives a literature review about the common
models used for time series forecasting and their application in forecasting
KPIs. Chapter 4 describes the data used followed by their pre-processing
and analysis. Chapter 5 describes the methods and models that have been
applied for the forecast. Chapter 6 describes the experimental setup and
chapter 7 presents its results. Lastly, chapter 8 reports the discussion about
the results, recommendation for future research and the conclusion.
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2 Background

2.1 Company Description

FasterIntel is a digital marketing company focusing on developing a plug
and play marketing platform for e-commerce brands. The features in the
platform are designed to save time and to boost revenue. Features such
as decision insights that enable you to focus on making the right decisions
and conversion insights that provide insights and conversion rate trends.
FasterIntel was separated from its parent company ConversionMob in 2017.
ConversionMob, founded in 2011, is an online marketing agency that provides
digital and advertising consultancy services.

2.2 KPIs and Channels

2.2.1 KPIs

FasterIntel displays the following eight most important e-commerce KPIs:

1. Visits: The total number of sessions, where a session is a continuous
user interaction with your website. The session expires after 30 minutes
of inactivity and at midnight.

2. Transactions: The total number of completed purchases on the website.

3. Revenue: The total revenue from web e-commerce or in-app transac-
tions.

4. Media Spend1: The total amount paid for advertising within Google.

5. Conversion Rate: The proportion of visits that resulted in a transac-
tion.

Conversion Rate =
Transactions

V isits

1Media Spend is not considered as a KPI but it is needed to compute ROAS and CPA
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6. ROAS (Return On Ad Spend): The profit earned on the advertising
expenses.

ROAS =
Revenue

Media Spend
∗ 100%

7. CPA (Cost Per Action): The average amount of advertising expendi-
ture that is needed to generate an action.

CPA =
Media Spend

Transactions

8. Order Value: The average value of a transaction.

Order V alue =
Revenue

Transactions

In this thesis, we predict four out of these eight KPIs because the rest can
be derived. These four KPIs are the visits, transactions, revenue and media
spend.

2.2.2 Channels

The KPIs can be filtered on different channel groups. Channel grouping are
rule-based groupings of the traffic sources. It gives the ability to understand
exactly how customers arrived at your website. Moreover, the performance of
each of the traffic channels can be obtained. This is useful as it gives insight
about which channel is performing best and which channel may require some
more work. FasterIntel has defined the following 7 channels:

1. Direct: Going directly to the website

2. Organic: Going via Google search

3. Paid: Going via Google ads

4. Referral: Going via other websites/pages

5. Social: Going via social media

6. E-mail: Going via an e-mail such as newsletter

7. Other: None of these 6 above
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In this thesis, we focus on the paid channel because during analysis we found
out that this channel gathers the most traffic. Moreover, this channel is af-
fected by advertising which makes it harder to predict than the other chan-
nels.

2.3 Current Model

The simple linear regression is the current model that is used in the software
product of FasterIntel to forecast the KPIs. This linear regression model
contains only one independent (explanatory) variable. It is used to model
statistical relationship between the independent (explanatory) variable and
the dependent (response) variable [9]. The explanatory variables are vari-
ables that have an effect on the response variable. The response variable
expresses the observations of the data. The model assumes a linear relation-
ship between the response variable and the explanatory variable and finds
the best-fitting line (regression line) that describes this relationship. The
model is expressed as

Yi = a+ bXi + ei, (2.1)

where the regression parameter a is the intercept and the regression param-
eter b is the slope of the regression line. Yi is the response variable at the ith

observation, Xi is the explanatory variable at the ith observation and ei is
the residual at the ith observation. The residual is the difference between the
observed response variable Yi and the predicted response variable Ŷi. The
predicted response variable Ŷi is given by

Ŷi = a+ bXi (2.2)

The best-fitting line is found using the least-square method. This method
estimates the intercept a and the slope b such that the sum of squares error
(SSE) is minimized. The SSE is given by:

SSE =
n∑

i=1

(Yi − Ŷi)2 (2.3)
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Filling equation 2.2 into equation 2.3 and applying algebraically manipula-
tion, we will obtain the least squares estimates of the intercept â and the
slope b̂:

b̂ =

n∑
i=1

(Xi − X̄)(Yi − Ȳ )

n∑
i=1

(Xi − X̄)2

â = Ȳ − b̂X̄

(2.4)

Here X̄ is the mean of the explanatory variable and Ȳ is the mean of the
response variable.

The current model always uses up to a maximum of 12 weeks of daily histor-
ical data to fit the regression model. The fitted regression model is then used
for multi-step ahead prediction. Daily predictions are made upon the end of
the week (Sunday). Thus, the number of days ahead forecast depends on the
current day and this maximum number will never exceed 7 days ahead. The
regression model is refitted daily using new historical data. This process will
continue for each day and is visualized in Figure 2.1.

Figure 2.1: The training and forecasting of the current model over the days
in each week. Here, the blue observations form the training sets and the red
observations are the forecast time steps.
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3 Literature Review

The daily prediction of the KPIs using their past observations is known as
time series modeling. A time series is a sequential set of data points measured
over successive times. The aim in time series modeling is to collect and an-
alyze the past observations of a time series to develop an appropriate model
that describes the structure of the time series. This model is then used to
forecast future values for the time series. Thus, time series forecasting refers
to the process of predicting future events based on past observations using
mathematical models. A popular time series model is the Autoregressive
Integrated Moving Average (ARIMA) [10]. It is popular because of its flexi-
bility and simplicity to represent different varieties of time series. However,
a major limitation is the assumption that the time series is linear and fol-
lows a particular known statistical distribution. This approximation does not
hold in many complex real-world problems. Therefore, non-linear models are
proposed such as artificial neural networks (ANNs) [11]. The major benefit
of ANNs is their capability of flexible nonlinear modeling. It is not needed
to specify a particular model form because the model is adaptively formed
based on the features presented from the data.

These models have been applied in forecasting sales and demand. Cho [12]
has applied exponential smoothing, ARIMA and neural networks to predict
travel demand. The analysis has shown that neural networks perform best for
forecasting visitor arrivals, especially in those series without obvious pattern.
The models were trained on the tourist arrival statistics in Hong Kong from
1974 to 1998. Thiesing and Vornberger [13] have forecast the weekly demand
on items in a supermarket using neural networks. The neural network has
shown to outperform the naive method and the statistical method. The
neural network was 17% more accurate than the statistical method and 32%
more accurate than the naive method. The naive method is to use the last
known value of the times series of sales as the forecast value for the next
time step. The statistical method is the moving average of sales of past
weeks. Data that was used are the historical sales, season and supermarket
information such as the price and discount for every item, holiday information
and opening hours of the store. Alon et al. [8] compared artificial neural
networks and traditional methods for forecasting aggregate retail sales. The
results have shown that ANN performed the best followed by ARIMA and
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Winters exponential smoothing. Moreover, ANN was able to capture the
dynamic nonlinear trend and seasonal patterns and their interactions.

Features that are relevant in forecasting sales are information about the prod-
ucts that are sold. However, these features cannot be used in this research
because they are not generic enough. Reijden and Koppius [14] have shown
that measures of online product buzz variables increase the accuracy of sales
forecasting with 28%. These online product buzz refers to online expression
of interest in a product, such as online product review, blog post and search
trends. Moreover, they found that a random forest technique is very suitable
to incorporate these online product buzz variables. Ferreira et al. [15] found
that the features with largest variable importance are the discount, price,
popularity and brand of the product. They used machine learning tech-
niques to forecast demand of products for an online retailer and found that
regression trees with bagging outperformed other regression model. Meulstee
and Pechenizkiy [16] improved the food sales prediction for each product by
constructing new groups of predictive features from publicly available data
about the weather and holidays and data from related products. Moreover,
Murray et al. [17] provided empirical evidence to explain how the weather
affects consumer spending. They found that when exposure to sunlight in-
creases, negative affect decreases and consumer spending tends to increase.
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4 Data

This section describes the data and its pre-processing. Moreover, data anal-
ysis will be performed.

4.1 Google Analytics Data

Google Analytics (GA) is a web analytics service offered by Google that
tracks and reports website traffic [18]. It sets a first party cookie as tracking
code on each visitor’s device. Thus, users are just cookies and not individuals.
For this research, we used GA data from one of the clients of FasterIntel.
Every report in GA is made up of dimensions and metrics. Dimensions are
attributes of your data and metrics are quantitative measurements. In our
dataset the dimensions are the date, source and medium which are combined
with different metrics. The dataset along with its description is shown in
Table 4.1.
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Data Description

Dimensions
Date The date of the active date range
Source The place users were before seeing your content
Medium Description of how users arrived at your content

Metrics
Time
Year The year of the date
Month The month of the date
Week The week of the date
Weekday The weekday of the date
Season The season of the date according to the four-season calendar reckon-

ing
Holiday Variable indicating whether the date is a holiday in the Netherlands
KPIs
Sessions The total number of sessions (visits)
Transactions The total number of completed purchases on the website
Revenue The total revenue from web e-commerce or in-app transactions
Ad Cost The total amount paid for advertising (media spend)
Advertising
Impression The number of times your ad is shown on a search result page or

other site on the Google network
Ad Clicks The number of times someone clicks on your ad
Active campaigns The number of active campaigns
Sessions
Bounce Rate The percentage of all sessions on your site in which users viewed only

a single page and triggered only a single request to the Analytics
server

Percentage New
Sessions

The percentage of sessions by users who had never visited the prop-
erty before

Average Session
Duration

The average duration (in seconds) of users’ sessions

Users
Users The total number of users for the requested time period
New Users The number of sessions marked as a user’s first sessions
Site Speed
Average Page
Load Time

The average time (in seconds) pages from the sample set take to load,
from initiation of the pageview to load completion in the browser

Average Redirec-
tion Time

The average time (in seconds) spent in redirects before fetching this
page

Table 4.1: Google Analytics data and its description per day



The dataset consists of metrics for each day from 1 July 2014 to 31 May
2017 for each corresponding source and medium. The metrics can be divided
into categories. The time category consists of data that are derived from the
date. The rest of the categories consists of data that are self explanatory.

4.2 External Data

Besides the GA data, external data is used. This external data consists
of the weather, inflation and the unemployment in the Netherlands. The
weather data is obtained from Koninklijk Nederlands Meteorologisch Insti-
tuut (KNMI) [19] and the others are obtained from Centraal Bureau voor
de Statistiek (CBS) [20]. The external data along with its description can
be found in Table 4.2. This external data could have an effect on the KPIs.
For instance, weather has an effect on consumer spending as shown in the
literature review.

Data Description

Weather
Average Temperature The average daily temperature (in 0.1 degree Celsius)
Minimum Temperature The daily minimum temperature (in 0.1 degree Celsius)
Maximum Temperature The daily maximum temperature (in 0.1 degree Celsius)
Rainfall Amount The daily amount of rainfall (in 0.1 mm)
Rainfall Duration The daily rainfall duration (in 0.1 hour)
Sunshine Duration The daily sunshine duration (in 0.1 hours) calculated

from the global radiation
Inflation
Inflation Rate The monthly inflation rate (consumer price index) in

percentage
Unemployment
Unemployment The percentage of unemployed (monthly)

Table 4.2: External data and their description
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4.3 Data pre-processing

4.4 Data Analysis

In order to obtain insights from the data, several analyses have been per-
formed.

From these analyses an overview of the time effect on the KPIs is obtained.

The next analysis is the correlation between the KPI values and their own
lags. This is analyzed using the autocorrelation function (ACF) and partial
autocorrelation function (PACF). Both functions measure the correlation be-
tween the current observation and an observation k time step ago, but the
partial autocorrelation also takes into account the observations at intermedi-
ate lags (i.e. at lags < k) [21]. They can be used to determine the magnitude
of the past values related to future values [10].

The ACF and PACF plots of the KPIs on the paid channel are shown in
Figures 4.1 and 4.2.
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(a) Visits (b) Media Spend

(c) Transactions (d) Revenue

Figure 4.1: ACF plot of the KPIs on the paid channel. The blue dashed lines
indicate the point of statistical significance.
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(a) Visits (b) Media Spend

(c) Transactions (d) Revenue

Figure 4.2: PACF plot of the KPIs on the paid channel. The blue dashed
lines indicate the point of statistical significance.

We observe that the ACF plot shows a slight peak at every 7th lag for all
KPIs. This indicates a weekly pattern. The PACF plot shows a significant
spike at lag 1 for all KPIs. This indicates that the KPI value of previous
day is very strong correlated with the value of current day. For visits and
media spend, the lags 1 to 7 is significantly positive correlated. Moreover,
lag 8 is negative correlated and lags beyond 8 become less significant. For
transactions and revenue, we observe significance until lag 7 followed by a
spike at lag 14 that is caused by the weekly pattern.
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The final analysis is the exploration of the statistical relationship between the
KPIs and the other metrics in the data. The Pearson correlation between the
different variables in the data is computed. Since we use past observations to
predict the KPIs, the correlation is between the current day KPIs value and
the metrics value of previous day except for weather, inflation and unemploy-
ment. The values for weather are at the same day because weather forecast
can be derived from other resources. This forecast can then be used as pre-
dictor for the KPIs. The value for inflation and unemployment is from the
previous month because daily observations are not available. Even though
this is the case it can still help in daily forecast as inflation and unemploy-
ment usually have a long term effect. The correlation matrix for the paid
channel is shown in a correlogram in Figure 4.3.

Figure 4.3: Pearson correlation matrix of the data on the paid channel
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We observe correlations between KPIs themselves. Visits (ga:sessions) is
positive correlated with media spend (ga:adCost) which indicates that an
increase in media spend of the previous day results in an increase in next day
visits. Transactions is strong positive correlated with revenue (ga:transactionRevenue)
which is obvious. The current day visits is strong correlated with previous
day users and new users. This can be explained by the fact that every single
user generates at least one session. Moreover, a positive correlation is ob-
served between visits and impressions and adClicks which shows the positive
relation between advertising and visits.

For media spend, we observe a positive correlation with impressions, adclicks
and number of active campaigns which is natural.

With the obtained insights from the data analysis, we have a good interpre-
tation about which data can be used as features in the models. This will be
further described in the experiments in section 6.2.
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5 Methods and Models

This section describes the models that are used for the forecast, the multi-
step forecasting method and the evaluation method.

5.1 Models

5.1.1 Ratio-based model

The Ratio-based model is used as a benchmark model. This model takes the
historical data of a certain number of weeks before and computes the change
in ratios over the same day for every week. Next, these ratios are averaged
into a single ratio and this single ratio is used as predictor for the next time
step.

If we define Xt as the KPI at time step t and we take k weeks as historical
data, then the ratio change for Xt is given by:

Ratiot =
1

k

k∑
i=1

Xt+1−7i −Xt−7i

Xt−7i
(5.1)

However, problem occurs when the historical KPIs are zero, i.e. Xt−7i = 0
for i = 1, .., k. This will result in a division of zero which is not possible.
Therefore, in this case, we take the difference of the KPIs instead of the ratio.

Differencet =
1

k

k∑
i=1

Xt+1−7i −Xt−7i (5.2)

Moreover, the difference forecast will be applied when Xt is zero as the ratio
forecast will always result in a zero. Thus, the forecast on Xt+1 is given by:

Xt+1 =

{
Xt ∗ (1 + Ratiot) if Xt > 0 or Ratiot is defined
Xt + Differencet if Xt = 0 or Ratiot is undefined

(5.3)
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This equation expresses the single-step forecast. The mathematical expres-
sion for the recursive multi-step forecast is then:

Xt+n =

{ n−1∏
i=0

(1 + Ratiot+i) ∗Xt if Xt > 0 or Ratiot+i is defined

n−1∑
i=0

Differencet+i +Xt if Xt = 0 or Ratiot+i is undefined

(5.4)

Notice that the ratio and the difference are always taken on the next time
step i.e. the ratio and difference between Xt and Xt+1. However, we can also
take the ratio and difference between multiple time steps i.e. between Xt and
Xt+n. This will avoid the recursive strategy that usually has accumulated
error. The ratio and the difference are then expressed as:

Ratiot+n =
1

k

k∑
i=1

Xt+n−7i −Xt−7i

Xt−7i

Differencet+n =
1

k

k∑
i=1

Xt+n−7i −Xt−7i

(5.5)

Next, the non-recursive multi-step ahead forecast is given by:

Xt+n =

{
Xt ∗ (1 + Ratiot+n) if Xt > 0 or Ratiot+n is defined
Xt + Differencet+n if Xt = 0 or Ratiot+n is undefined

(5.6)

The Ratio-based model for both the recursive and non-recursive multi-step
ahead is illustrated in Figure 5.1.

22



(a) Recursive forecast

(b) Non-recursive forecast

Figure 5.1: The Ratio-based model: recursive and non-recursive forecast
using one week historical data. The blue observations are the historical
observations and the red observations are the forecast time steps.

The advantage of this model is its simplicity and flexibility. The model can
be easily implemented for all the KPIs and it is able to produce a forecast
even when little data is available. The disadvantage is the reliability of the
model as large variation in KPIs over the weeks can easily result in inaccurate
forecast.

5.1.2 ARIMA

The ARIMA model is a stochastic time series model that combines three
processes: the Autoregressive process (AR), the strip off of the integrated (I)
time series by differencing and the Moving Averages (MA) [10]. In an AR
process the future value of a variable is assumed to be a linear combination
of p past observations plus a random error and a constant. In a MA process,
the past observations are the q past errors instead of the past observations.
Thus, it is a linear combination of q past errors plus a random error and the
mean of the series. These two processes can be combined together to form
a more effective time series model. This model is known as ARMA(p,q) [22]
and is given by:
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Xt = α1Xt−1 + ...+ αpXt−p + εt + β1εt−1 + ...+ βqεt−q, (5.7)

where Xt is the observation at time t and εt is the random error at time t.
This equation can be written implicitly as:

(
1−

p∑
k=1

αkL
k
)
Xt =

(
1 +

q∑
k=1

βkL
k
)
εt, (5.8)

where p and q are the order of the autoregressive and moving average parts
of the model respectively and L is the lag operator.

However, ARMA can only be used for stationary time series i.e. the mean
and variance of the time series do not depend upon time. This is not the case
in many time series such as in economic time series that contain trends and
seasonal patterns. Therefore, the integrated term is introduced to include the
cases of non-stationarity by applying differencing. The difference operator
takes a differencing of order d and it is expressed as follows:

∆dXt = (1− L)dXt, (5.9)

where Xt is the data point at time t, L is the lag operator and d is the order.
Thus, the three processes, AR(p), I(d) and MA(q) are combined, interacted
and recomposed into the ARIMA(p, d, q) model.

The general method to identify the order p in an AR process and q in a
MA process is to use the autocorrelation function (ACF) and the partial
autocorrelation function (PACF) [21]. For a pure AR(p) process, the PACF
cuts down to zero after lag p. For a pure MA(q) process, the ACF cuts down
to zero after lag q. For ARMA(p, q) and ARIMA(p, d, q) processes, it is more
complicated to estimate the parameters. A method to do this is to perform
a grid search over these parameters using an evaluation metric for model
selection.
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5.1.3 Random Forest

Random Forest is a machine learning model for classification and regression
[23] and it is illustrated in Figure 5.2.

Figure 5.2: Random Forest [24]

Random Forest is an ensemble learning method that combines a group of
weak learners to form a more powerful model. These weak learners are deci-
sion trees and they can either be used for classification or regression. In our
case, the focus is on regression.

A decision tree is made up of decisions nodes, terminal nodes (leaves) and
branches. These branches represent the possible paths from one node to
another. Decision trees are recursive partitioning algorithm that split the
dataset in smaller subsets using a top-down greedy approach. It starts at
the root node (top decision node) where a certain feature variable is used
to split the data into subsets. Because the dataset can be split in numerous
ways, the feature variable and its split point that yields the largest reduction
in the residuals sum of squares (RSS) is chosen.

N∑
n=1

∑
i∈Rn

(yi − ŷn)2, (5.10)

where yi is the training observation i and ŷn is the mean of the response
values for the training observation that fall into the subset n.
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Next, the decision tree recursively splits the dataset from the root node
onwards at each decision node until the terminal nodes. These terminal
nodes are the endpoints of the decision tree and represent the final result of
a combination of decisions and events. They are reached when all records
after the split belong to the same target variable or until a stopping criterion
is met.

In Random Forest a large number of these decision trees are constructed and
each tree makes a random selection of independent variables. This results in
variance in predictions between various decision trees which reduce overfitting
and variance. Then the prediction is produced by taking the mean prediction
of the individual trees.

Besides the number of trees in the forest, it has other parameters that can
be varied such as the maximum depth of the tree, the minimum number of
samples required to split a decision node, the minimum number of samples
required to be at a leaf node and the number of features to consider when
looking for the best split.

5.1.4 Artificial Neural Networks

ANNs are inspired by biological systems and the human brain and they have
shown powerful pattern classification and recognition capabilities [11]. ANNs
learn from experience by recognizing patterns in the input data. Next, they
make predictions based on their prior knowledge. ANNs are applied in many
different fields of industry, business and science [25]. There are different
types of ANNs, we have applied the feed-forward neural network (FNN) and
the recurrent neural network (RNN) [26, 27]. The FNN is the Multi-Layer
Perceptron and the RNN is the Long Short-Term Memory.

5.1.4.1 Multi-Layer Perceptron

The Multi-Layer Perceptron (MLP) is a class of FNN. Figure 5.3 illustrates
the architecture of a MLP.
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Figure 5.3: Architecture of a MLP with 3 layers (input, hidden and output)
with 4 input neurons, 5 hidden neurons and 1 output neuron [28]. Notice
that MLP can have multiple hidden layers.

The network consists of processing elements, also known as neurons that are
organized in layers. Every neuron in a layer is connected with all the neurons
in the previous layers by acyclic links, each with an associated weight. These
weights encode the knowledge of a network. The neurons in the layers are
used for transformation from input to output. The output of each neuron y
in the hidden layer(s) and output layer is a (non) linear function over the dot
product of the weights of the connections with the outputs of the neurons in
the previous layer.

y = φ

(∑
i

ωixi + b

)
(5.11)

Here xi are the inputs of the neuron, ωi are the weights of the neuron and b
is the bias. φ is the activation function that determines the activation level
of the neuron.

During training of the network, the weights are modified such that the dif-
ference between the network output and the actual output are minimized.
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Thus, the estimation of the weights are based on the minimization of the
cost function. In our model, this cost function is the mean squared error.
In order for the network to know how to adjust the weights, it uses learning
algorithms. The traditional learning algorithm is backpropagation [29] and
it works as follows:

1. Compute the feed-forward signals from the input to the output.

2. Compute the error E of each neuron of the output layer using the cost
function.

3. Backpropagate the error by the gradients of the associated activation
functions and weighting it by the weights in previous layers.

4. Compute the gradients for the set of parameters based on the feed-
forward signals and the backpropagated error.

5. Update the parameters using the computed gradients.

∆ωij = αδjyi, where (5.12)

δj =

{
φ′(vj)(tj − yj) if j is an output node
φ′(vj)

∑
k of next layer δkωjk if j is an hidden node

Here ωij is the weight between node i and node j, α is the learning
rate, yj is the output of node j, vj is the activation of node j and tj is
the target output of node j.

Even though backpropagation is used to solve many practical problems, it
shows problems such as slow convergence and getting stuck at local minima
[29]. Therefore, other learning algorithms have been developed to improve
the performance of the backpropagation algorithm. One of these learning
algorithms is the Adaptive Moment Estimation (Adam) [30]. Adam is a
stochastic gradient descent algorithm based on estimation of first and second
order moments of the gradients. The algorithm works as follows:

1. Compute the gradient using the current parameters

2. Update biased first order and second order moments estimate.

mt = β1mt−1 + (1− β1)gt
vt = β2vt−1 + (1− β2)g2t

(5.13)
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Here mt is first order moment at time step t, vt is the second order
moment at time step t, gt is the gradient at time step t and g2t indicates
the element-wise square of gt. β1 and β2 are the exponential decay rates
between 0 and 1.

3. Compute the bias-corrected first and second order moments.

m̂t =
mt

1− βt
1

v̂t =
vt

1− βt
2

(5.14)

4. Compute weight update and update parameters.

θt = θt−1 − α
m̂t

(
√
v̂t + ε)

(5.15)

Here θt is the parameter vector at time step t and α is the learning
rate.

Adam computes adaptive learning rates for each parameter [31] that speeds
up the learning phase. This leads to faster convergence. Furthermore, little
manual tuning of hyperparameters are required because they have intuitive
interpretation. All these advantages are beneficial for all the models that
need to be constructed. Therefore, Adam is used as learning algorithm.

5.1.4.2 Long Short-Term Memory

In FNNs information is only propagated in one direction. This is in contrast
to recurrent neural networks (RNNs) where information is propagated in bi-
directions using feedback loops. These feedback loops transfer internal and
output signals back to the input level, which allows information to persist.
Thus, a RNN has an internal memory that captures information about what
has been calculated so far. This becomes clear if we unfold the RNN through
time as shown in Figure 5.4.
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Figure 5.4: A RNN unfolded in time [32]. Here U , V , W represent the set of
weights. xt is the input at time step t, st is the hidden state at time step t
and ot is the output at time step t.

Therefore, RNNs can model temporal dependencies of unspecified duration
between the inputs and the associated desired outputs [33]. Because of this
RNNs are suitable for time series predictions. However, when the gap be-
tween the relevant information and the prediction becomes larger, regular
RNNs become unable to learn to connect the information because of the
vanishing gradients (i.e. the gradient gets so small that learning either be-
comes very slow or stops). The problem of vanishing gradients can be avoided
using Long Short-Term Memory (LSTM).

LSTM is a specific RNN that is capable of learning long-term dependencies
and it was introduced by Hochreiter and Schmidhuber [34]. The network
takes three inputs. The input Xt of the current time step t, the output from
the previous LSTM unit ht−1 and the memory of the previous unit Ct−1.

The LSTM unit contains special units called memory blocks in the recurrent
hidden layer. An individual memory block is shown in Figure 5.5. Each
memory block contains memory cells and three gated cells that is shared by
all the memory cells. These three gates are the forget, input and output gate
and control the information flow to the cells. The forget gate decides what
information will be removed in the memory. The input gate decides what
information will be updated. The output gate defines what information inside
the cells will be exposed to the external network. These gates are controlled
by a simple one layer neural network using the sigmoid activation function.
Thus, the network outputs a value between 0 and 1, where 0 represents closed
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gates and 1 represents open gates.

Figure 5.5: A single LSTM memory block [35]

The forget and input gate use the three LSTM network inputs Xt, ht−1 and
Ct−1 and a bias vector as input. The output gate uses the ht−1, Xt, the new
memory Ct and a bias vector as input. Thus, the forget gate ft, input gate
it and output gate ot of the current time step t is given by the following
equations:

ft = σ(bf +WxfXt +Whfht−1 +WcfCt−1)

it = σ(bi +WxiXt +Whiht−1 +WciCt−1)

ot = σ(bo +WxoXt +Whoht−1 +WcoCt)

(5.16)

Here, σ is the sigmoid function, b is the bias vector and W represents the set
of weights.

The new memory Ct is also generated by a simple neural network, but it uses
the hyperbolic tangent as activation function instead of the sigmoid function.
The new memory Ct is then generated by element-wise multiplication of the
input gate it and by adding the old memory Ct−1.
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Ct = ftCt−1 + it tanh(bc +WxcXt +Whcht−1) (5.17)

Here, tanh is the hyperbolic tangent function, b is the bias vector and W
represents the set of weights.

The output ht for the LSTM unit is then generated using the new memory
Ct that is controlled by the output gate ot.

ht = ot tanh(Ct) (5.18)

Again the weights in the network need to be learned. The learning algorithm
Adam is used for this purpose because it can handle the complex training dy-
namics of RNNs better than plain gradient descent [30]. Moreover, since the
network uses the hyperbolic tangent function as activation function, which
is bounded between -1 and 1, the data is normalized between -1 and 1.

5.2 Multi-step Forecasting Strategies

Since FasterIntel always shows predictions of the KPIs up to Sunday (end
of the week) for each week, it means that it requires a maximum of 7 days
ahead forecast. Therefore, we decided to forecast the KPIs always 7 time
steps ahead on each day. Predicting multiple time steps into the future is
also known as multi-step time series forecasting. Different strategies are used
for multi-step time series forecasting [36]. The most common strategies are
the direct multi-step forecast and the recursive multi-step forecast. The di-
rect multi-step forecast uses a separate model for each forecast time step
while the recursive multi-step forecast uses a one-step model multiple times.
It takes the prediction for the prior time step as an input for making a pre-
diction on the following time step. A disadvantage of the recursive strategy
is the accumulation of the prediction errors as the forecast horizon increases
while this does not hold in the direct strategy. However, this does not mean
that the direct strategy is always better than the recursive strategy. It all
depends on the model specification. Another disadvantage of the recursive
strategy are the unknown values for other time series when they are used
as predictors. This means that each time series need to be predicted. The
disadvantage of the direct strategy is that it involves a heavier computational
load than the recursive strategy. Moreover, since the direct strategy forecasts
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each time step in isolation of the other time steps, it can produce completely
unrelated forecasts over the whole forecast horizon. This can lead to un-
realistic discontinuities whereas time series have some aspect of continuous
behavior in reality [37]. Therefore, the recursive strategy is applied in this
research.

5.3 Evaluation

The performance of the models is evaluated using the time series cross vali-
dation. This process is illustrated in Figure 5.6.

Figure 5.6: The series of training and test sets in time series cross validation.
The blue observations form the training sets and the red observations form
the test sets [38].

This validation has a series of training and test sets. Each of the test sets
consists of n observations that corresponds with the n time step ahead fore-
cast. The corresponding training set consists of features that occurred prior
to the first observation of the test set. This mimics the real-world scenario
where new observations become available for each time step t. Next, this
validation method walks each series of the test sets one at a time and makes
n predictions for each time step.

Next, the real observations and the predictions for each time step are com-
pared with each other using an error measurement. The error measurement
that is used is the Root Mean Squared Error (RMSE) and it is given by:
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RMSE =

√√√√ 1

m

m∑
i=1

(ŷi − yi)2 (5.19)

Here ŷi is the predicted value for observation i, yi is the actual value for
observation i and m is the total number of observations.

The RMSE penalizes extreme errors as it is much affected by large individual
errors. Thus, we obtain n RMSE values where each of these values represents
the error for a single time step t, t+ 1, ..., t+ n.
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6 Experimental Setup

This section describes the training and testing of the models, the two exper-
iments that are conducted and the optimization of the model hyperparame-
ters.

6.1 Training and Testing

Since the KPIs have seasonality within a year as shown in the analysis in
section 4.4, it is important that the models are evaluated on at least one year
test data to capture their overall performance. Therefore, we chose the last
365 days of the dataset as test set starting from 25 May 2016. Notice that
it does not start from 31 May 2016 because observations after 31 May 2017
are not available in the dataset when performing 7 days ahead forecast.

The models are retrained after each 30 series. This corresponds with retrain-
ing the model every month. The decision to not retrain the models every day
is because retraining on one new observation in the training set will hardly
make any difference in terms of performance.

6.2 Experiments

In this research two experiments have been conducted. These experiments
are categorized into experiment A and experiment B.

6.2.1 Experiment A

In experiment A, the data used for each KPI forecast are the corresponding
historical KPI data along with time related data. The time related data are
the month, week, weekday, season and holiday. The choice of performing this
experiment is because the current forecast model only uses the corresponding
historical KPI data. Thus, it is interesting for FasterIntel to know about the
predictive performance of each model using only this data. The time related
data is used to capture temporal information from the time series for Random
Forest and MLP because they are non-temporal models. This is in contrast
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with ARIMA and LSTM which are temporal models that should be able to
catch temporal information automatically from the time series. Thus, the
input data for ARIMA and LSTM are only the lagged values of the KPI
under investigation whereas Random Forest and MLP added additional time
related data and the weekly moving average of the KPI as input to spot the
weekly trend.

The total number of lags to consider in each model are determined in different
ways depending on the model. In ARIMA, the number of lags is the order
p in the AR part and q in the MA part. This order is determined using a
grid search method on the validation set that will be described in section
6.3. In LSTM, a lag of one is used because information of the lags are passed
through each recurrent state to the next state. In Random Forest and MLP,
the number of lags are based on the PACF analysis in section 4.4. For visits
and media spend, the first 8 lags are used and for transactions and revenue
the first 7 lags and the 14th lag are used.

Random Forest and ANNs are run for multiple times and the average perfor-
mance was taken as final performance for the models. This is because these
models are stochastic and therefore they return different results on different
runs of the same algorithm on the same data.

6.2.2 Experiment B

In experiment B, all the data are used in the KPIs forecast. With this ex-
periment, we are able to show the difference in performance compared to
experiment A when more data is added. This could be interesting for Fas-
terIntel as they can set up new businesses with their clients e.g. offering
better KPIs predictive performance for only premium clients. However, we
only forecast one step ahead instead of multi-step ahead because it becomes
computationally too intensive when additional time series features are added.
The reason is that the recursive strategy requires predictions for every addi-
tional time series feature and developing models to do so was out of scope
in this thesis. Notice that ARIMA is excluded in this experiment as it is a
univariate time series model.

In order to ensure that the difference in performance is caused by adding
additional features, the same features in experiment A plus the additional
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features are used. These additional features are chosen based on the analysis
of the Pearson correlation matrix as shown in Figure 4.3. The additional
features for the KPIs are shown in Table 6.1.

KPI Additional Features

Visits ”ad cost”, ”users”, ”new users”, ”impression”,
”inflation”, ”unemployment”

Transactions ”ad cost”, ”users”, ”new users”, ”impression”,
”average temperature”, ”maximum temperature”,
”inflation”, ”unemployment”

Revenue ”ad cost”, ”users”, ”new users”, ”impression”,
”average temperature”, ”maximum temperature”,
”inflation”, ”unemployment”

Media Spend ”impression”, ”campaigns”, ”ad clicks”

Table 6.1: KPI and its additional features

Again the number of lags for each feature had to be determined in the input
data as in experiment A. Zero lag is chosen for the temperature data as your
current behaviour can be influenced by the current weather condition. A
lag of one is chosen for the other additional features because it is the most
representative for the current time step. Moreover, the moving average of 7
days for all Google Analytics features and the weather is included which give
information about the weekly trend of each time series feature.

6.3 Hyperparameters Optimization

ARIMA, Random Forest, MLP and LSTM all have hyperparameters that
need to be optimized to achieve good performance. The hyperparameters
in ARIMA are the auto regressive order p, the integration order d and the
moving average order q. For Random Forest, MLP and LSTM not all hyper-
parameters are considered. The ones that are considered in Random Forest
are the number of trees in the forest, the number of features to consider when
looking for the best split and the minimum sample leaf size. The hyperpa-
rameters that are considered in MLP are the number of hidden layers and
neurons in each layer and the activation functions. The hyperparameters
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that are considered in LSTM are the number of hidden layers and LSTM
units in each layer.

All the combinations of the hyperparameters were tested on the validation
set. This validation set is a separation of the first training set in the time
series cross validation and contains one month of data starting from 25 April
2016 to 24 May 2016. Thus, the models were trained on the data before 25
April 2016. Next, each model was trained again on the whole first training
set using the optimal hyperparameters and evaluated using time series cross
validation as described in section 5.3.

The hyperparameter optimization for ARIMA was performed using a grid
search method. This method tries every hyperparameter setting over a spec-
ified range of values. The search range for the autoregressive order p and
moving average order q was set based on the PACF and ACF analysis in
section 4.4, respectively. For the autoregressive order p it was set from 0 to
8 for visits and media spend and from 0 to 14 for transactions and revenue.
For the moving average order q it was set from 0 to 7 for all the KPIs. The
search range for the integration order d was set from 0 to 1. The choice for
a maximum of first order differencing is because second order differencing is
rarely needed to achieve stationarity [10].

In Random Forest, the optimal number of trees was determined to be in
the range from 10 to 400 and the optimal minimum sample leaf size was
determined to be in the range from 1 to 50.

In MLP, the optimal hidden neurons in each hidden layer was determined in
the range 10 to 100. The number of hidden layers was set to a maximum of
two layers. The rectified linear unit (ReLU) activation function was used in
the hidden layers because it was found to be the most efficient when applied
to the forecasting of non-stationary and noisy time series. Next, the linear
activation function was used in the output layer to output the forecast value
of the time series.

In LSTM, the number of hidden layers was set to one and the number of
LSTM units was determined in the range 10 to 40. The exponential decay
rates β1 and β2 were set to default values of 0.9 and 0.999, respectively. These
default values are proposed in the original paper [34].
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7 Results

In this section the results of the two experiments are presented. First, section
7.1 presents the results for experiment A and it contains results with regards
to model hyperparameters, model performance, model comparison and fea-
ture importance. Next, section 7.2 presents the results for experiment B
and it contains results with regards to model hyperparameters, model per-
formance and feature importance. Finally, section 7.3 summarizes the results
of both experiments.

7.1 Experiment A

7.1.1 Hyperparameters

The results for the hyperparameters for ARIMA, Random Forest and MLP
are shown below.
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ARIMA

Figure 7.1: ARIMA Order(p, d, q)2

Figure 7.1 shows the RMSE for different combinations of order(p, d, q). We
observe many fluctuations in errors for the different combinations. The op-
timal order achieved for visits, transactions, revenue and media spend is
(6,0,5), (2,0,2), (4,0,2) and (7,0,6), respectively.

2The order(p, d, q) starts at (0,0,0) and is first incremented for q, next for d and as last
for p
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Random Forest

Figure 7.2: Random Forest Number Of Trees

Figure 7.2 shows the RMSE for different number of trees. We observe that
the optimal number of trees for visits is 270 as increasing the number of
trees will not significantly decrease the RMSE anymore. For transactions,
the RMSE becomes stable after 120 trees. The number of trees that is chosen
for revenue and media spend is 300 and 370, respectively. It is not necessary
to increase the number of trees further as the performance stays roughly the
same while the computational time will increase.

The optimal maximum number of features to look for the best split was
found to be the square root of the number of input features. The optimal
minimum sample leaf size in experiment A was 7, 2, 3 and 2 for visits,
transactions, revenue and media spend, respectively. In experiment B, the
optimal minimum sample leaf size was 4, 1, 4 and 1 for visits, transactions,
revenue and media spend, respectively.
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MLP

Figure 7.3: MLP number of hidden layers and hidden neurons

Figure 7.3 shows the RMSE for different number of hidden layers and hidden
neurons in the training and validation set. We observe that the error of the
training set in visits, transactions and revenue is larger than the error in
the validation set. This is caused by the different cases in both sets. The
time series in the training set contains data over multiple months whereas
the time series in the validation set contains only data over one month. The
seasonality over the different months causes that some months are harder to
learn than other months.

We observe a linear decrease in the error of the training set when two hidden
layers are applied for visits. However, this is not observed in the validation
set. The errors are rather stable over the different number of hidden layers
and neurons. The lowest error is achieved using two hidden layers with 10
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neurons in each layer. For media spend and revenue the use of two hidden
layers is also sufficient, both errors in the training set and validation set
decrease when the number of neurons is increased. The error becomes almost
constant after 70 neurons in both layers for media spend and after 60 neurons
in both layers for revenue. The lowest error in the validation set is achieved
using two hidden layers with 100 neurons in each layer for media spend and
two hidden layers with 90 neurons in each layer for revenue. For transactions,
one hidden layer with 20 neurons gives the smallest error in the validation
set.
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LSTM

Figure 7.4: LSTM number of units

Figure 7.4 shows the RMSE for different number of LSTM units on the
training and validation set. We observe again that the training set error is
larger than the validation error. Moreover, increasing the number of LSTM
units does not really improve the training set error whereas the validation
error for some KPIs increases. The validation error increases after 20 LSTM
unit for visits and media spend. The validation error for transactions and
revenue are relatively stable for different number of LSTM units. The lowest
error is achieved using 10 LSTM unit for transactions and 20 LSTM unit for
revenue.
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7.1.2 Model Performance

The performance of each model using the time series cross validation on the
paid channel over 10 runs is shown in Figure 7.5.

Figure 7.5: Model performance on the paid channel

The Ratio-based model is excluded in transactions and revenue because the
error is off the scale that made the other models not comparable anymore.
The exact values of the RMSE is also shown in tables in Appendix B.

We observe that ARIMA, MLP and Random Forest outperform the linear
regression model (current model) for the four KPIs. ARIMA and Random
Forest both perform well for visits. However, MLP starts to perform better
than ARIMA and Random Forest after time step t+ 4. For media spend, we
observed the opposite where MLP performs better until time step t+ 3 and
gets bypassed by Random Forest after time step t+3. Random Forest shows
the best performance for transactions and MLP shows the best performance
for revenue. The Ratio-based model has the worst performance of all the
models and LSTM performed the worst when comparing to ARIMA, MLP
and Random Forest. These results will be discussed in the discussion in
section 8.

7.1.3 Feature Importance

After training the Random Forest, we can obtain their feature importance
and this is shown in Figure 7.6 for the paid channel.
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Figure 7.6: Feature Importance of Random Forest on the paid channel

We observe that for visits and media spend the most important feature is
t− 1 (lag 1). This means that previous day value is important in predicting
the value on the next day. Moreover, the moving average shows importance
in all the KPIs that give information about trends or cycles. Interesting
to observe is that lag 8 (t − 8) shows little importance comparing to the
other lags while it shows a strong correlation in the PACF plot in Figure 4.2.
Furthermore, the model performance is barely affected when lag 8 is removed
from the model.
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7.1.4 Model Comparison

Based on the model performance in Figure 7.5, we can already compare the
models with each other. However, to ensure that these model performance
results are statistically significant, the squared errors of the models are tested
using the two-sided Kolmogorov-Smirnov test (K-S test). The two-sided
K-S test is used to test whether two independent samples are drawn from
the same continuous distribution. In our case we are testing whether the
squared errors per instance of two different models are drawn from the same
continuous distribution. This is also known as the KS Predictive Accuracy
(KSPA) test [39]. Thus, we test the null hypothesis

H0 : The squared error of model A and model B

come from the same continuous distribution

against the alternative hypothesis

H1 : The squared error of model A and model B

do not come from the same continuous distribution

The test is performed for all the forecast horizon. However, the result for
time step t is only shown here for clarity. For visits, we obtained the following
p-values between the different models as shown in Table 7.1.

p-value Linear Ratio
Rec

Ratio
NonRec

ARIMA Random
Forest

MLP LSTM

Linear 1 1.57e-24 1.57e-24 1.49e-21 1.25e-26 1.23e-15 4.54e-19
Ratio
Rec

1.57e-24 1 1 2.16e-05 3.26e-05 3.07e-05 1.32e-09

Ratio
NonRec

1.57e-24 1 1 2.16e-05 3.26e-05 3.07e-05 1.32e-09

ARIMA 1.49e-21 2.16e-05 2.16e-05 1 1.86e-03 0.19 3.21e-03
Random
Forest

1.25e-26 3.26e-05 3.26e-05 1.86e-03 1 5.43e-03 1.40e-08

MLP 1.23e-15 3.07e-05 3.07e-05 0.19 5.43e-03 1 5.43e-03
LSTM 4.54e-19 1.32e-09 1.32e-09 3.21e-03 1.40e-08 5.43e-03 1

Table 7.1: The p-values from the KSPA test between the models for the KPI
visits for time step t
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If we assume a significance level of 95% (p-value less than 0.05), we observe
that most of the p-values are significant. The only insignificant one is the
distribution of the squared errors between ARIMA and MLP with a p-value
of 0.19. This means that we cannot reject the null hypothesis and the squared
errors are likely to come from the same distribution. This is unexpected as
the RMSE for ARIMA is much lower than MLP as observed in Figure 7.5.
Further analysis, we found that the empirical distribution of the squared
errors of ARIMA and MLP look almost the same but that MLP contains a
few much larger errors than ARIMA. This caused the larger RMSE for MLP.
Next, the same analysis is performed for transactions and the result is shown
in Table 7.2.

p-value Linear ARIMA Random
Forest

MLP LSTM

Linear 1 0.69 0.50 0.45 0.13
ARIMA 0.69 1 0.99 0.99 0.98
Random
Forest

0.50 0.99 1 1 0.99

MLP 0.45 0.99 1 1 0.98
LSTM 0.13 0.98 0.99 0.98 1

Table 7.2: The p-values from the KSPA test between the models for the KPI
transactions for time step t

We observe that none of the p-values are significant. This indicates that
the errors for all the models come from the same distribution. From the
RMSE as shown in Figure 7.5, we already observe that the difference between
these models are very small. This difference is mostly caused by the several
large transactions in the testset where Random Forest predicts these large
transactions the closest.

The p-values for revenue are also insignificant for all the models as shown
in Table 7.3. The difference in RSME is also caused by the outliers in the
testset where MLP predicts these the closest.
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p-value Linear ARIMA Random
Forest

MLP LSTM

Linear 1 0.56 0.22 0.22 0.22
ARIMA 0.56 1 0.30 0.16 0.45
Random
Forest

0.22 0.30 1 0.63 0.91

MLP 0.22 0.16 0.63 1 0.30
LSTM 0.22 0.45 0.91 0.30 1

Table 7.3: The p-values from the KSPA test between the models for the KPI
revenue for time step t

Table 7.4 shows the p-values between the models for the media spend. We
observe that most of them are significant and the insignificant ones are the
errors between Random Forest and MLP, Random Forest and ARIMA and
MLP and ARIMA with p-values 0.63, 0.63 and 0.45, respectively. Moreover,
the difference in RMSE between these models is small as shown in Figure
7.5. Thus, it is expected that these squared errors come from the same
distribution.

p-value Linear Ratio
Rec

Ratio
NonRec

ARIMA Random
Forest

MLP LSTM

Linear 1 1.25e-26 1.25e-26 3.50e-29 6.20e-30 1.19e-34 6.58e-16
Ratio
Rec

1.25e-26 1 1 0.01 0.04 0.01 5.56e-09

Ratio
NonRec

1.25e-26 1 1 0.01 0.04 0.01 5.56e-09

ARIMA 3.50e-29 0.01 0.01 1 0.63 0.45 1.29e-07
Random
Forest

6.20e-30 0.04 0.04 0.63 1 0.63 3.47e-09

MLP 1.19e-34 0.01 0.01 0.45 0.63 1 1.98e-07
LSTM 6.58e-16 5.56e-09 5.56e-09 1.29e-07 3.47e-09 1.98e-07 1

Table 7.4: The p-values from the KSPA test between the models for the KPI
media spend for time step t

When the KSPA test was applied for the other forecast horizons. We found
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for visits that the forecast generated by ARIMA and MLP are not statistically
different from each other for all time steps. Moreover, the squared error
between Random Forest and MLP and the squared error between Random
Forest and ARIMA become insignificant after time step t with p-value of
0.10 and 0.6, respectively. This mean that there is no significant difference
between these three models after time step t.

For transactions, we found that neither of the models are statistically sig-
nificant different from each other for all the forecast horizon. This means
that all models are suitable for forecasting transactions. The reason is that
the variance of transactions is relatively small which makes the forecast error
relatively similar for all models.

For revenue, we also found that neither of the models are statistically sig-
nificant different from each other for all the forecast horizon. This while
we observe a significant difference in RMSE between some models over the
forecast horizon. The difference is caused by large revenues that is better
captured by some models.

For media spend, we found that the forecast error between ARIMA and
Random Forest becomes statistically significant after time step t+4 (p-value
of 0.04). Random Forest is then performing statistically better than ARIMA.
Furthermore, the forecast error of MLP and Random Forest are insignificant
for all time steps which means that they are both performing the same.
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7.2 Experiment B

7.2.1 Hyperparameters

The hyperparameters need to be optimized as in experiment A. The same
number of trees was used as in experiment A because the same behaviour was
observed in experiment B. However, this same behaviour was not observed
for the number of neurons in the neural networks. In this experiment, more
neurons were needed in the neural networks because of the increased number
of inputs. The change of the number of neurons in MLP is shown in Table
7.5 and the change of number of LSTM units is shown in Table 7.6.

MLP Experiment A Experiment B

Visits 10,10 20,20
Transactions 20 40
Revenue 90,90 100,100
Media Spend 100,100 100,100

Table 7.5: The optimal neurons in the hidden layers for experiment A and B

LSTM Experiment A Experiment B

Visits 20 20
Transactions 10 40
Revenue 10 30
Media Spend 20 40

Table 7.6: The optimal LSTM units for experiment A and B

7.2.2 Model Performance

The performance of the models are obtained over 10 runs and the result
along with the result from experiment A are presented. Table 7.7 shows the
RMSE for Random Forest in both experiments and its p-value of the KSPA
test between the squared error of the model in the two experiments.
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Table 7.7: The RMSE of time step t on the paid channel using Random
Forest of experiment A and B and its p-value of the KSPA test

We observe that the RMSE in experiment B does not differ significantly from
the RMSE in experiment A for all KPIs. This is also confirmed by the KSPA
test as non of the p-values are significant. Thus, the additional features are
not contributing in improving the performance. The reason is that these
additional features are largely irrelevant that will be shown in the feature
importance in Figure 7.7.

Next, the result for MLP is shown in Table 7.8.

Table 7.8: The RMSE of time step t on the paid channel using MLP of
experiment A and B and its p-value of the KSPA test

The same result as in Random Forest is observed here. The performance is
not improving and it is almost the same as experiment A. This behaviour is
also observed in LSTM as shown in Table 7.9. From the results, it becomes
clear that it has no benefit to add the additional features as the performance
is not improving.

Table 7.9: The RMSE of time step t on the paid channel using LSTM of
experiment A and B and its p-value of the KSPA test

7.2.3 Feature Importance

The feature importance for Random Forest can again be derived to obtain
the importance of the additional features. The result is shown in Figure 7.7.
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Figure 7.7: Feature Importance of Random Forest including additional fea-
tures on the paid channel

We observe for visits that the features ”users” and ”new users” are quite
important because they have a very strong correlation with visits as shown
in Figure 4.3. ”Ad cost” and ”impression” on the contrary shows little im-
portance.

The most important features in media spend are still the same features in
experiment A. The additional features ”impression”, ”ad clicks” and ”cam-
paigns” show little importance.

The moving average is still the top important feature in transactions and
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revenue. The additional features seem to have an importance but they are
all below 0.08 which indicates a very low importance.

7.3 Summary

From the results of both experiments, we obtained that adding the additional
features in experiment B did not result in improvement. Moreover, when we
statistically compared the performance of the models using the KSPA test,
some of the models were insignificant while there was a significant difference
in RMSE. Further analysis, we found out that this difference was caused by
some outliers in the testset. Some of the models predicted these outliers
better than others. The model with the lowest error for each KPI performed
better than the current model. The best model for each KPI along with its
average improvement over the time steps on the paid channel is shown in
Table 7.10.

KPI Best Model Improvement

Visits Random Forest 41.75%
Transactions Random Forest 17.04%
Revenue MLP 17.02%
Media Spend MLP 56.00%

Table 7.10: The best models for each KPI on the paid channel and their
improvement with respect to the current model

Transactions and revenue have the smallest improvement because these are
the hardest to predict. The media spend has the greatest improvement. How-
ever, the RMSE of these best models are still large when they are compared
to the magnitude of the values in the test set.
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8 Discussion and Conclusion

The implemented models except the Ratio-based model were able to improve
the forecast of the current model. The Ratio-based model resulted in huge
errors as the variability between the same days over the weeks are large. Even
though improvement is made, the performance is still not outstanding. The
problem is not caused by the implemented models but the limited amount
of historical data and features available. We only have data for three years
where one year was already used for testing. Thus, training on two years of
historical data is just too small for the models to learn and understand the
data. This especially holds for complex models like neural networks where
more training data are needed for them to generalize. This may explain the
bad performance of LSTM whereas ARIMA and Random Forest require less
data to generalize. Moreover, the validation set consists of only one month
data instead of one year that could give the wrong optimal hyperparameters.
However, if one year of data is taken as validation set, then only one year
of data remains for the training set. This is inadequate for training a good
model as the yearly patterns cannot be captured. Besides the limited data,
the recursive strategy can play a role in the performance of the multi-step
ahead forecast. From the results, we have observed that the error increases
along with the time horizon. This error might be reduced when using the
direct strategy.

From experiment A, we obtained that it is hard to make accurate predictions
of the KPIs based on only their own past values. Therefore, we included
external data that is still applicable for all clients and other Google Analytics
features in experiment B. However, they have shown less predictive value.
Moreover, the external data was coarse grained except for weather which
makes it less valuable for daily forecast. Based on the feature importance,
the moving average has shown to be always on the top 3 most important
feature because it captures the overall trend of the KPIs over the time steps.
However, neither of the most important feature exceeded an importance value
of 0.25. This indicates that the data have low predictive value and other data
are needed.

Data that could improve the performance is internal company data. How-
ever, these data cannot be derived from Google Analytics. Data such as
information about the products they offer. Relevant information such as
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the price, rating, reviews and discounts. This information could help in the
prediction of transactions and revenue as shown in the literature review.
Moreover, information about their upcoming media strategy can be relevant
[40]. This will all have an impact on the performance of the KPIs. Besides
online marketing, offline marketing is also used to increase awareness such
as informative pamphlets, flyers, television and radio advertising and mag-
azines [41]. In conclusion, internal company data might be important as
they describe the behaviour of KPIs more explicitly. However, this suggests
that we have to acquire these data that is not generic anymore and does not
match with the product point of view. Thus, there is a trade off between
performance and scalability. High performance can be acquired when more
attention is paid on each client [42]. However, this will result in higher cost
and more time from the business side.

Based on this research, we would recommend to be cautious with using only
Google Analytics data to forecast the KPIs because limited knowledge can
be gained from this. Moreover, it is dangerous when marketeers rely on these
bad predictions to take actions, because this will lead to wrong actions. For
future research, it would be interesting to acquire company internal data
and more history if available. This data together with Google Analytics
data can then be applied and might improve the KPIs prediction further.
Furthermore, we have only focused on the paid channel in this research. It
might be also interesting for future research to forecast the KPIs on the other
channels. Channels that are less affected by advertising such as the direct
channel might be easier to predict.

The formulated research question was: ”With how much can the forecast
of KPIs be improved compared to the current model using only data that is
generic enough to be available from all clients?”. The findings in this research
show that the forecast of visits improved with 42%, transactions and revenue
with 17% and media spend with 56%. However, the prediction error is still
large for all KPIs. The reason is that generic data can only capture generic
information on the KPIs whereas many other specific factors can affect these
KPIs. Therefore, it is really difficult to make accurate predictions using only
generic information.
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Appendices

A Additional Results Data Analysis

A.1 The KPIs over monthly periods

A.2 The KPIs over weekdays

B Model Performance Experiment A

B.1 Visits

B.2 Transactions

B.3 Revenue

B.4 Media Spend
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