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Summary

Problem Definition - The goal of this research is to apply machine and deep

learning models in order to automate the procedure of extracting the topics of

online reviews and their polarity. The models should be able to extract the topics

that the reviews are talking about and the sentiment about them. During the

research we were able to identify how models perform, what are the advantages

and disadvantages of each model and which model is able to give the best results

in terms of accuracy.

Methodology - For performing aspect based sentiment analysis we divided the

procedure into two different sub-tasks. The first task is aspect extraction and

the second is defining the sentiment of the extracted aspect. For both tasks we

tried various machine and deep learning models and compared their output to

decide which gives the most accurate results. Moreover, we tried different combi-

nations of input encodings and models to identify which combinations work better.

Results - This report includes the results for all the machine and deep learning

models for both aspect extraction and sentiment analysis. For both aspect classifi-

cation and sentiment analysis the best model is a deep learning network combined

with a powerful language pre-trained model.

Recommendation - The models that were created can be used in labeled on-

line reviews to identify the topics and their sentiments. For future work it is

recommended to include more complex ways to input the predicted aspect to the

sentiment model.
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1. Introduction

In the past few years more and more people write their opinions about products

and services online. They discuss about their purchases or services that were

provided to them in order to inform other people about the advantages or the

disadvantages of them. Moreover, more people tend to read these reviews and get

informed before buying a product or visiting a place. Online reviews are able to

determine customers’ choices and affect their opinions.

In addition to that, online reviews are not only useful for the customers but also

for the companies. Companies are able to gain important information about them

based on customers’ opinions. Being able to explore the content of the reviews

could give the companies great insights and knowledge. They could identify the

problems customers have with their brand, determine their flaws and try to solve

them.

In that case, determining only the sentiment of a review is not enough. Knowing

that customers’ opinions are negative or positive without knowing the reason does

not provide the necessary information. That is the reason why, apart from ex-

tracting the sentiment, it is important to know the topics the reviews are referring

to. The main goal of this research is to conduct aspect based sentiment analysis

on online reviews. In order to achieve that we will try different machine and deep

learning approaches. We will identify the model that gives the best results and

the advantages and drawbacks of various models. Moreover, we will examine the

contribution of data augmentation to our problem. Finally, we will combine dif-

ferent word embeddings with different models to see how they interact and perform.

1



The structure of the report is the following. In the beginning we are going to

talk about the datasets and analyze their characteristics. Then we are going to

introduce the word embeddings that we used as input to the models. Afterwards

we are going to analyze the machine and deep learning algorithms that we used to

to process the sentences. The chapter after that includes the pipeline of each task

and the results that we get. Then we are going to discuss the business perspective

of the problem. Finally, we are going to end the report with the conclusion, the

limitations during our research and the future work.
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2. Related work

In the past few years aspect based sentiment analysis has been a field of natural

language processing (NLP) that gains the attention of more and more researchers.

The increasing percentage of people expressing their opinions about Services and

products online has increased the need for those to be evaluated and have their

content extracted. Some approaches that have been followed to extract the aspect

categories and the sentiment about these are presented in [47]. The majority of

the papers have divided this process in two different sub-tasks. The first is aspect

extraction and the second is sentiment definitions of the aspects.

Hu and Liu in [19] are using a frequency based method to extract the categories

of the reviews. This idea is based on the fact that some words in the text might

be used more often than others to describe a topic. Their method uses only nouns

and compound nouns as possible aspects as stated in [60]. In [26] the authors sug-

gest a modification of this approach, which instead uses grammatical dependencies

aiming to identify the less frequent categories. The problem of the aforementioned

solutions is that the nouns and compound nouns can be mistaken by the models

as aspects. In order to resolve this obstacle, [46] and [24] are proposing the use of

statistics to create filters for the noun phrases. The second approach is by using

the relationship between words. The models consider the grammatical and syn-

tactical patterns hidden in the text. In [42], a method to find dependency parsing

between words and their roots is presented. This method has been reproduced

and modified from other papers as well but we will not further analyze it. The

interested readers can find more information on [60].

Supervised approaches have been used as well for aspect categorization. Shu et
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al. in [50] and [49] are using hidden Markov model and conditional random field

(CRF) to perform supervised aspect extraction. Finally, unsupervised approaches

have been used to perform the same task. The most used model is Latent Dirich-

let allocation (LDA) and some modifications of it such as maximum entropy-LDA

as presented in [6] and [63] respectively. Additionally, there are models that use

deep learning approaches for topic extraction. Recurrent Neural Networks, Long

Short-Term Memory are used in combination with CRF to extract the aspects of

the sentences as mentioned in [15] and [28].

The second sub-task is defining the sentiment of the extracted aspect categories.

Again, it can be divided in two main categories, machine and deep learning. Ma-

chine learning approaches include naive Bayes mentioned in [31], decision tree and

random forest referred in [3] and Support vector machine (SVM) and its variations.

Krishna et al. in [22] present a feature-based SVM that calculates the feature im-

portance and removes those which are not important. In addition to machine

learning models, researchers have also used deep learning for sentiment analysis.

Long Short-Term Memory (LSTM) networks, Gated Recurrent Unit (GRU) net-

works and Convolutional Neural Networks (CNN) are commonly used models for

sentiment analysis [32]. There are many implementation and variations of these

models which were created to do that task. An example of a CNN as presented in

[41] is able to achieve good results in sentiment analysis of the sentences based on

the detected aspects. However, the most promising models that achieve the state

of the art nowadays, are the ones which use attention mechanisms [4]. An example

is the work described in [9] which uses a hierarchical attention model which is able

to “pay attention” to specific words and define the polarity of a sentence based

on target words. The attention mechanism is also utilized by the Transformer [55]

models such as Bert and RoBERTa presented in [53] and [37]. Finally, there are

approaches which combine two or more of the aforementioned models like the one

presented in [57] which combines attention model and LSTM.
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3. Data

In this chapter the dataset that has been used will be discussed. In the first section

there will be a description of the dataset. In section 2 a data analysis will be made

and in section 3 the pre-processing pipeline will be presented.

3.1 Dataset information

The datasets that were used for our research are taken from the International

Workshop on Semantic Evaluation 2016 [40].

3.2 Exploratory data analysis

The first dataset is domain-specific for Restaurants and consists of approximately

2000 sentences in English. The initial dataset was provided from [14]. Further-

more, two research teams contributed in the creation of this dataset: The institute

for Language and Speech Processing in Athens, Greece and the department of

Informatics in Athens University of Economics and Business. The second dataset

is domain-specific for Laptops and consists of approximately 2500 sentences in

English. It is provided by the same organisation for the same purposes [13].

3.2.1 Restaurant domain

The dataset consist of columns which include the id of each review, the id of

each sentence, the sentence itself, the targets words that would be important for

defining the aspect category, the aspect categories for which the sentence is talking

about, a list with subcategories of the main aspect category and the polarity of
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3.2. EXPLORATORY DATA ANALYSIS

the aspects. The SemEval workshop was divided into 3 different sub-tasks which

include aspect category detection, aspect term detection and sentiment polarity

detection. However, we did not conduct sentiment analysis based on aspect terms

thus we did not use all of the previously mentioned columns. The aspect categories

for all the sentences are Restaurant, Food, Ambience, Drinks, Location and Service

and the sentiment categories are positive, negative and neutral. The following table

contains a few examples of the sentences the aspect categories and their polarity.

Table 3.1: Example of the Restaurant dataset

Sentence Aspect Category Aspect Polarity

The pizza is yummy and I

like the atmosphere

Food

Ambience

positive

positive

The food here is rather good,

but only if you like to wait for it

Food

Service

positive

negative

After all that, they complained

to me about the small tip
Service negative

In Figure 3.1 we can see the number of different aspect categories in the collection

of the sentences in the whole dataset. In the y axis we can see the number of aspect

categories included in a sentence and in the x axis the number of the sentences.
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3.2. EXPLORATORY DATA ANALYSIS

Figure 3.1: Number of different aspects in the sentences

From the dataset we removed the sentences which did not refer to any of the aspect

categories and did not include polarity about a topic, which were the same. We

can see some examples of such sentences in the following table.

Table 3.2: No Aspect/Polarity Sentences

Sentence with no Aspect-Polarity

I went to this restaurant with a woman that I met recently

We went to Ino for Valentines.

We’ve lived in the area for more than 8 years.

In addition, in Figure 3.2 we can see the distribution of the polarity in the sentences

in the corpus.
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3.2. EXPLORATORY DATA ANALYSIS

Figure 3.2: Sentiment distribution over the sentences in the corpus

The last piece of information in the dataset that we are going analyze is the

distribution of the topics in the dataset. As we mentioned before the number of

the topics in the sentences are six and these are Restaurant, Ambience, Location,

Service, Food and Drinks. The distribution of these topics in the dataset is not

balanced. To be more precise three of these categories are underrepresented as

shown in the Figurebelow.
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3.2. EXPLORATORY DATA ANALYSIS

Figure 3.3: Number of sentences per aspect category

3.2.2 Laptop domain

The structure of the dataset is the same with the one mentioned above for Restau-

rants. This dataset has a few more aspect categories: Shipping, Laptop, Support,

Company, OS, Warranty, Software and Hardware. The initial dataset contained

more categories with very few sentences each, thus we decided as the guides from

the competition suggested, to merge these categories to one which is Hardware.

The initial categories were: Display, CPU, Motherboard, Hard disk, Memory,

Battery, Keyboard, Mouse, f Fast and cooling, Optical devices and Multimedia

devices.

In the table below we can see some examples of the dataset:
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Table 3.3: Example of the Laptop dataset

Sentence Aspect Category Aspect Polarity

This computer is

absolutely AMAZING!!!
Laptop positive

The keyboard has a

wonderful nature feel
Hardware positive

Yet, HP won’t do anything

about the problem
Support negative

Dell is a decently made pc Laptop neutral

The following Figureshows the number of different aspect categories included in

the collection of the sentences. We can see that there are no sentences which do

not include at least one aspect category like in the Restaurant domain dataset.

Figure 3.4: Number of different aspects in the sentences

Additionally, we can see the distribution of the opinions in the corpus in Figure

3.5 and the number of sentences for each aspect category in 3.6
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Figure 3.5: Sentiment distribution over the sentences in the corpus

Figure 3.6: Number of sentences per aspect category
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3.3. DATA AUGMENTATION

3.3 Data augmentation

It is important to mention that the size of the dataset is not as big as we wanted.

That is the reason why we decided to do data augmentation on the training set.

Data augmentation is the procedure in which we create copies of the sentences

of the original dataset and alter them a little. There are different ways to per-

form that task but we chose the following. For every sentence of the dataset we

identified the nouns using from the natural language toolkit (NLTK) the part of

speech tagger which classifies each word according to its class e.g. verb, noun,

adjective etc. and assigns labels to them. We also used another NLTK tool, a lex-

ical database for the English language called WordNet, which contains synonyms

for the vast majority of English words. For every identified noun we created a

list with the synonyms provided by WordNet and randomly chose from this list

so as to replace some nouns and create four copies for each sentence. That way

we keep the initial sentence as is and add the copies in the dataset. There are

other methods used for data augmentation in natural language processing, such as

random insertion of a synonym of a randomly chosen word from the sentence or

randomly deleting a word from a sentence, but we did not want to interfere with

the main content of each sentence by e.g. deleting a noun or removing a word that

would be important for defining the category or the sentiment of a sentence.

Not all the synonyms are suitable for the content of a sentence, however the ma-

jority is able to accurately reflect the meaning of the sentence. Furthermore, the

length of the list of the synonyms for each noun is not the same and that is the rea-

son why we did not replace each sentence with all its synonyms but we chose four

at random in order to keep the same distribution of the topics and their sentiment

in the dataset. The following table illustrates examples of data augmentation for

both domains.
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Table 3.4: Augmentation example in Restaurant domain

Initial Sentence

I recently went to this restaurant with some co-workers for lunch and

had an amazing time.

Augmented Sentences

I recently went to this eating house with some co-workers for lunch and

had an amazing time.

I recently went to this eatery with some co-workers for lunch and

had an amazing time.

I recently went to this Restaurant with some workfellows for lunch and

had an amazing time.

I recently went to this Restaurant with some colleague for lunch and

had an amazing time.

Table 3.5: Augmentation example in Laptop domain

Initial Sentence

Small screen somewhat limiting but great for travel.

Augmented Sentences

Small projection screen somewhat limiting but great for travel.

Small shield somewhat limiting but great for travel .

Small screen somewhat limiting but great for journey.

Small screen somewhat limiting but great for trip .

3.4 Preprocessing pipeline

The majority of the reviews are short texts which most of the times are not well

written. In order to have a clean text as an input for our model we apply some

preprocessing steps, which are the following.
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3.4. PREPROCESSING PIPELINE

• Remove the white space in the beginning and end of each sentence.

• Convert all letters to lowercase

• Remove punctuation and special characters

• Remove numbers

• Remove stop words

As an exception to the above, when using the RoBERTa model, the preprocessing

steps are skipped, since the pre-trained model used has been trained on raw corpus

as mentioned in [43].
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4. Word Embeddings

In this chapter we are going to describe the word embeddings that we used in

order to transform the text data into numeric representations for the models. The

machine and deep learning algorithms are not able to “read” the data the way that

humans do, in physical language. That is the reason why we need to represent

the text in a form that the model is able to read and process. The way to do

this is by representing the words in the corpus with vectors which include num-

bers and use them as input for the models. Word embeddings are such techniques

that are used in information retrieval and natural language processing for word

representation. In order to do that in the beginning we used two simple methods

that calculate the frequency of the occurrence of the words in the text. Moreover,

we used Global Vectors (GloVe) that capture the semantic relationships between

words as described in [35]. Finally, while researching the topic of aspect based

sentiment analysis we came across am embedding that has been created aiming to

be used for this problem in [59] and used that as well.

Usually, the first two methods are combined with machine learning models and

the rest with deep learning models. However, we tried an unusual combination of

a simple representation for the deep learning model and the more complex for a

machine learning model that was able to handle such input. The results will be

discussed in the specific section.

4.1 Count Vectorizer and Tf-Idf

The most usual and simple method to create word embedding is to represent each

sentence with a vector with dimension the size of the vocabulary of the whole cor-
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4.1. COUNT VECTORIZER AND TF-IDF

pus. If a word w occurs in the sentence the value at the position of the word in the

vector is set to 1 otherwise it is set to 0. If the same word occurs again in the text

then the value increases accordingly. This technique is known as Bag of Words

(BoW) it is able to capture the frequency of the words that occur in a sentence.

The resulting values for each word represent how many times each word appears

in the text. However, most of the times it is not only useful to know the frequency

of each word in a document but also the importance of a word in the text. While

BoW weights all the words based only on how many times they occur there is

another method that takes into account the context in which this word appears.

This technique is called term frequency–inverse document frequency (Tf-Idf) and

reflects the importance of each word in a sentence in the collection of the sen-

tences. Tf-Idf weights words not only based on their frequency in a sentence but

also in correlation with the collection of the other sentences in the whole dataset.

First it calculates how often a word occurs in the collection of all the sentences in

the dataset. In this step all words are considered to be equally important for the

content of the text.

Term frequency:

TF = number of times a word appears in the collection of all the sentences
total number of words in the collection of all the sentences

.

Then, taking into account that many words such as prepositions are more likely

to appear many times in a corpus and carry no information about the content of

the text, it calculates how important each word is.

Inverse Document Frequency:

IDF= log Total number of the collection of the sentences
Number of sentences with word w in it

The weight of each word w contained in the collection of all the sentences in

the dataset, e.g. the corpus S, is calculated by the following formula:

wx,y = tfx,y x log

(
S

dfx

)
(4.1)
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4.2. GLOBAL VECTORS FOR WORD REPRESENTATION

where

tfx,y (4.2)

is the frequency of the word x which appears in sentence y and

dfx (4.3)

is the number of documents which contain the word x.

To summarize, words with very high frequency get lower weights because they are

less likely to carry important information for the model while words that appear

with lower frequency in the text might be more important for the context of a

sentence and thus get higher values.

4.2 Global vectors for word representation

GloVe as presented in [36] is a way to represent the sentences and give them

as input to the model. Each word in the corpus is represented with a vector.

GloVe creates these vectors by counting each words’ co-occurrence. By using these

statistics, GloVe minimizes the least square error (LSE) and tries to distinguish the

relevant words. The main difference between GloVe and other word embeddings,

which is an advantage of it, is that it does not only take into account simple co-

occurrence probabilities but combines them with the ratio each word appears as

reported in [44]. Each word is represented with an embedding with size 300 as

defined by GloVe.

4.3 Domain specific embedding

In the paper [59] a different word embedding is proposed for experimentation.

The writers created a specific domain embedding for Restaurants and Laptops. In

order to create this specific embedding for Laptops they gathered all the Laptop

reviews from the Amazon review dataset provided by [Laptopembed] and for the

Restaurants from the Yelp review dataset challenge (which is not available any
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more). They trained the embedding using fastText, a different word embeddings

method which takes into account the characters of each word, with the default

hyper-parameters of the embedding model. The dimension of the embedding for

both the categories is 100.
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5. Methodology

In this chapter we are going to discuss the methods that we used to extract the

aspect categories and perform sentiment analysis. Some of the methods were used

only for one of the two tasks and the rest of them for both. The baseline method

for aspect extraction is Latent Dirichlet allocation (LDA) model suggested in [6].

Then we used two modifications of this model, Seeded LDA that is presented in

[20] and Biterm topic model described in [61]. Moreover, we used multi-layer

perceptron (MLP) neural network and Support vector machine (SVM). Finally,

we used a bidirectional LSTM model for the same purpose and the state-of-the-art

model RoBERTa reported in [25]. For the second task, polarity extraction, we

used as a baseline a naive Bayes model. Then we implemented random forest,

MLP neural network and Support vector machine. We also used the bidirectional

LSTM and RoBERTa to extract the opinion polarity of the sentences. All the

models mentioned above will be described in this chapter.

5.1 Latent Dirichlet allocation

Latent Dirichlet allocation [6] is an unsupervised generative probabilistic model

widely used for text data and specifically for topic modelling. In our dataset

each sentence refers to one or more topics thus each sentence can be considered a

combination of the topics with probability p for each of them. The objective of

the LDA is to describe each sentence with a distribution of topics and then in turn

with a distribution of a set of words that are most likely to refer to the topics that

the sentence contains. As we can see in the following illustration, LDA performs

a generative process in levels, document, topic and sentence. The plates represent

the levels in which LDA performs. The exterior plate illustrates the first level, the
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documents whilst the inner plate illustrates the repeated procedure of choosing

topics and words within the sentences.

Figure 5.1: LDA plated schema [6]

The nodes represent random variables and the edges show possible dependencies

among the variables. The notations M and N are used for counting the number of

the sentences in a corpus and the number of words in each of them, respectively.

The parameter α is refereed as Dirichlet parameter and represents the topic dis-

tribution per sentence for all the sentences in the corpus, parameter β refers to

topics and specifically the distribution of words per topic as they explained in [33].

Both these parameters are sampled once while generating the corpus. The variable

θ is a document level variable and refers to the distribution of the topics in each

sentence/document and it is sampled once per document. The variables z and w

are the topic of each word in a document and the word respectively and both of

them are word-level variables and sampled once for each word in every document.

Moreover, N is the number of words in a document and does not depend on any

of the aforementioned variables. The probability density function of the random

variable θ is calculated by the following equation explained in [8]:
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5.1. LATENT DIRICHLET ALLOCATION

p(θ|α) =
Γ(
∑k

i=1 ai)∏k
i=1 Γ(ai)

θa1−11 ....θak−1k (5.1)

where Γ is the Gamma function and parameter α for every index is is greater than

0.

The joint distribution of a topic mixture θ is described with the following equation

and the following formulas are presented in [6]:

p(θ, z,w|α, β) = p(θ|α)
N∏

n=1

p(zn|θ)p(wn|zn, β) (5.2)

where parameters α and β are given, N set of topics z and words w and z is the

topic of each word in the document and w the word itself.

Taking the integral for θ and the summation over z of 5.2 the marginal distribution

of a document/sentence occurs with the formula:

p(w|α, β) =

∫
p(θ|α)

(
N∏

n=1

∑
zn

p(zn|θ)p(wn|zn, β)

)
dθ (5.3)

In the last step the probability of the whole corpus is calculated by taking the

product of all the marginal probabilities of every single document.

p(D|α, β) =
M∏
d=1

∫
p(θd|α)

(
Nd∏
n=1

∑
zdn

p(zdn|θd)p(wdn|zdn, β)

)
dθd (5.4)

Despite the fact that LDA seemed to be a good candidate model for assigning

topic categories to each sentence, there are some limitations that the model had

to handle. LDA is a generative probabilistic model which examines each sentence

separately in order to identify the patterns that are hidden in the data. The dataset

consists of short review sentences which do not provide enough information to the

model compared to a longer text according to [61]. Another disadvantage of LDA

is that it produces unlabeled topic categories. Although we are able to determine

the number of the topics which LDA will assign the sentences to, due to the fact

that we have the categories in the dataset, the correspondence of the generated

topics to the actual categories is not clear in the end.
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5.2 Seeded Latent Dirichlet allocation

Seeded LDA is a semi supervised version of the probabilistic aforementioned La-

tent Dirichlet allocation. As mentioned in [20] the model is enriched with prior

knowledge by giving additional information about the corpus and the topics with

seed words for the aspect categories that are underrepresented in the corpus. In

the section with the data statistics we saw that these categories are Location, Am-

bience and Drinks in the Restaurant domain and Shipping, Software, Warranty,

OS, Company and Support in the Laptop domain. It is important to mention that

the model is able to chose whether it will take into account these words or not.

The model is able to use seed words in two different ways: to chose the words that

represent each topic and also assign the topics to the sentences. It uses the seed

words to improve the words that the model assigns to each topic. The LDA model

assigns words to each topic using the multinomial distribution. Seeded LDA uses

a combination of the words generated by the regular LDA for each topic and the

words from each seed set. The words in the seed lists as well as the words in the

lists that the regular model generates for the topics have non-uniform probability

distribution and that means that the words do not have equal probability of being

chosen by the model. Seeded LDA takes as input the number of topics of our

problem and the seed words for the classes that are under-represented, which are

mentioned below. The seed list should be representative of each topic. We col-

lected the words of all the sentences that belong to the under-represented aspect

categories and created lists with the most frequent adjectives and nouns. In the

following table we can see some examples of these words in both domains.
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Table 5.1: Seed Words in Restaurant domain
Location Ambience Drinks

Location decor wine

view Ambience list

river beautiful beer

neighborhood staff bottle

avenue night horrible

room small tasty

good warm glass

Table 5.2: Seed Words in Laptop domain

Shipping Software Warranty OS Company Support

days Software Warranty Linux HP Apple

weeks program manufacturer Windows Toshiba Support

delivery computer replacement OS Dell way

paperwork addition repair system Company hours

priority word problem Starter Lenovo Service

mail problem purchase Mac reputation calls

UPS files drop Vista acer day

5.3 Biterm topic model

Classifying short texts might be more challenging than having longer texts because

of their characteristics. The length of the text is the main problem that algorithms

have to overcome. The number of the words used to describe the context of each

review are very few and the semantic relations between them are difficult to be

identified as stated in [52]. Biterm topic model tries to capture the co-occurrence

of words in each topic category and improve classification. Moreover, it uses the

identified relationships to deal with the sparse nature of the reviews on the whole
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corpus.

Biterm topic model discovers the co-occurrence patterns of the words by collect-

ing information from the whole corpus, instead of a single sentence. The model

represents the topics by a set of words that are correlated whilst this correlation

has occurred by examining the complete collection of the sentences. The term

Biterm refers to an unordered tuple of words that show a pattern in the corpus.

The model follows a generative process in which for each topic z picks a word with

a specific distribution φ for the specific topic. The next step is to determine the

distribution for the whole collection of words for each topic. Finally, a topic class

is assigned to each Biterm tuple. Thus, the joint probability of every tuple can be

described with the following equation:

P (β) =
∑
z

P (z)P (wi|z)P (z)P (wj|z) (5.5)

where β = (wi, wj) is the Biterm tuple, wi and wj are the words in the tuple and

z is the distribution of the topics as shown in [61].

Comparing the two models LDA and BTM we can identify that the two main

differences are the following:

• LDA considers each word separately in order to assign it to one or more

classes while BTM models the co-occurrence of a sequence of two words e.g

bi-gram.

• Biterms are created by examining the whole corpus instead of each sentence.

5.4 Neural networks

“Neural Networks are algorithms that simulate the learning procedure of living or-

ganisms” as described in [1]. The most simple neural network is the one that has

one layer and is also known as perceptron. The perceptron is able to directly map

the input to an output by using an activation function, calculating weights and
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including bias. The following image shows a the basic architecture of a perceptron

which includes input nodes x, weights w, an output node which includes the acti-

vation function φ, an extra neuron for bias bk and the output y. The perceptron

calculates the weights and the bias based on the given data.

Figure 5.2: Perceptron architecture [1]

The procedure that the perceptron uses can be described with the following equa-

tion:

y = φ

(
m∑
j=1

wklxj + bk

)
(5.6)

A multi layer neural network is based on the idea of a perceptron with more

computation layers. These additional layers are called hidden layers and the neural

networks is considered a feed forward network because successive layers feed into

one another in the forward direction from input as described in [1]. The input

layer gets as input the data and passes them to the hidden layers and the output

of each hidden layer is fed to next layer until it reaches the output layer in which

the final output is computed.
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Figure 5.3: Multi layer neural network [2]

The architecture of a neural network may vary based on different number of hyper

parameters that can be used. The number and the depth of the hidden layers, the

variety of activation functions that can be used, the learning rate of the network,

the batch size and many others are the hyper parameters of each neural network

and define its performance. Finding the optimal hyper parameters for a neural

network can be a challenging and time consuming procedure.

There is a variety of different activation functions that are used according to the

nature of each problem. Three activation functions that we are going to use in our

models are softmax, sigmoid and ReLU.

The softmax activation function turns the output to probabilities between 0 and

1. It calculates the exponent of each output and divides it with the summation

of the exponents of each class. The resulted probabilities of all the classes should

sum to 1. Most of the times it is used for multi-class classification problems.

f(xi) =
exi∑K
j=1 e

xj

(5.7)
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The sigmoid activation function, also called Logistic, maps the output values be-

tween 0 and 1 for each class, thus it is used for multi-label classification.

σ(x) =
1

1 + e−x
(5.8)

The ReLU (Rectified Linear Unit) activation function gives as result either the

input if its value is positive or 0 if negative.

f(x) = x+ = max(0, x) (5.9)

5.4.1 Multi-layer perceptron

The first deep learning method that we chose to use is an multi-layer perceptron

(MLP) which is a basic feed forward neural network. The MLP has an input

layer, an output layer and at least one hidden layer. There are various activation

functions which can be linear or not and we will use the aforementioned. There

are also multiple other parameters such as the solver that is used or the number

of hidden layers, however we are going to discuss about the parameters that we

used in the implementation section.

5.5 Support vector machine

The first classifier we chose is based on the idea of Support vector machines which

are well known supervised classification algorithms. The data in the model are rep-

resented as vectors with numbers which represents the coordinates of each point

in the n dimensional space as it is presented in [11]. The Support vector classifier

creates a set of hyper-planes to distinguish the different aspect classes while max-

imising the margin between them as stated in [5], proportional to all the classes.

To gain an insight on how Support vectors work, we should mention that they are

the points that lie on the hyper planes and affect the slope and the position of the
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optimal hyper plane that will distinguish the classes. They are used as guides in

creating the hyper planes having as a goal to achieve the maximum margin for all

the classes. In the following representation we can see how Support vectors work

for two classes. They create two planes, one for each class that guide the creation

of the central plane that will distinguish the classes based on the points that lie

on the side planes and has the largest possible distance to the nearest points.

Figure 5.4: Support vector classifier [5]

In our Support vector algorithm we use a linear kernel which aims to solve the

following primal problem:

minw,b
1

2
wTw + C

∑
i=1

max(0, yi(w
Tφ(xi) + b)) (5.10)

The best case possible can happen when the classes do not overlap and the Sup-

port vectors are able to create hyper planes that do not overlap. However, most

of the times this is not possible to happen with data that come from the real

world. This is the reason why Support vector machines, while trying to maximize

the margin, simultaneously try to minimise the misclassification of the sentences.

The parameter C is responsible for letting points to be excluded from a class but
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simultaneously giving penalties to these points.

Support vector classifiers have been created for binary classification problems,

so in order to be able to make one suitable for our problem, which is a multi-label

problem, we needed to wrap it in one-versus-rest classifier. That means for each

aspect class we create one Support vector classifier that works against all the other

categories and decides whether a given sentence belongs to the aspect category or

not, created by [34]. Although we used Support vector classifier for sentiment

analysis as well, we did not use one-versus-rest classifier for performing this task.

This alteration on the algorithm implementation happens because during aspect

categorization one sentence can belong to more than one aspect categories while

during sentiment analysis the outcome is either positive, negative or neutral.

5.6 Naive Bayes

Naive Bayes algorithms are a group of algorithms that are used to solve classifica-

tion problems. They use Bayes theorem to calculate the probabilities of each class

and chooses the one with the highest probability. The are widely used in many

different domains and particularly for Natural Language Processing. Despite the

fact that they are simple and we could say “naive” algorithm, they are quite popu-

lar because they are fast and reliable. Moreover, they are suitable for our problem,

because they perform well with multi-class problems such as sentiment analysis

with three different classes.

5.7 Random forest

A popular machine learning approach is random forest which consists of a collection

of decision trees that create an ensemble. Decision trees iteratively slice the dataset

to smaller subsets based on the value of a feature. The trees make the splits in

order to achieve the highest possible information gain. A random forest consists

of many decision trees. Each tree outputs a class prediction and the one with the
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most votes becomes the model’s prediction, as explained in [54].

5.8 Bidirectional long short-term memory

Long short term memory network is a modified approach of recurrent neural net-

works which is able to cope with keeping information from earlier stages of the

model in contrast to simple RNNs that suffer from “short memory”, as stated in

[18]. LSTM is commonly used for text classification problems like ours, in which

important information can be forgotten when they appear in the beginning. The

reason for choosing LSTM instead of a RNN is because they are able to decide

which information are useful for the model and retain them and which should be

dismissed. LSTM contains memory blocks in every hidden layer. The memory

blocks contain memory units that are called cells and gates that control the flux

of the information as described in [45]. Each memory block consists of the input

gate it, the output gate ot and the forget gate ft. The functions that describe each

layer examine the input of that state xt and the output of the previous hidden

state ht−1 in combination with learned weights and various activation functions as

the author explains in [44].

The following functions define the model of a LSTM cell:

ft = σ(Wfxt + Ufht−1 + bf ) (5.11)

it = σ(Wixt + Uiht−1 + bi) (5.12)

ot = σ(Woxt + Uoht−1 + bo) (5.13)

ct = ft ◦ ct−1 + it ◦ tahn(Wcxt + Ucht−1 + bc) (5.14)

ht = ot ◦ tahn(ct) (5.15)
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where σ is the sigmoid activation function, tahn the tahn activation function, ◦ is

the element wise multiplication (Hadamard product) as mentioned in [44], W and

U the weights and b different biases.

In Figure 5.5 a LSTM cell is illustrated:

Figure 5.5: Long Short Term Memory Cell [27]

In order to boost the performance of the LSTM model, we used two LSTM net-

works and trained them on the input data. Each LSTM cell reads the data in a

forward order e.g. take the sentence as it is and in the backward e.g. reversed

copy of each sentence. The aim of this extension from a simple LSTM network to

a bidirectional LSTM as seen in Figure 5.6 is to provide extra information to the

model and help it learn faster and potentially better.

Finally, in order to avoid over-fitting of our model we added dropout layers.

Dropout is a regularization technique that sets the output of randomly chosen

hidden layers to 0.
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Figure 5.6: Bidirectional LSTM [12]

5.9 Attention models

Attention model was proposed in [4] as a solution to a machine learning transla-

tion implementation. The majority of the models which were trying to solve this

problem are based on the idea of encoders-decoders. They try to convert an input

sequence that is encoded to a vector with a fixed length to the target output which

is produced by the decoder. The issue with such type of models is whether the

model is able to include all the necessary information of the text in a vector which

has fixed size or not. Moreover, the aforementioned issue becomes more noticeable

when the model has to cope with longer sequences e.g. longer sentences as shown

in [10].

Attention model was created to solve the aforementioned issue. The main dif-

ference between the encoder-decoder models and attention model is that the later

is not trying to capture the whole sentence into the fixed-length matrix. Instead,

it “encodes the input sentence into a sequence of vectors and chooses a subset of

these vectors adaptively while decoding the translation“ as described in [4]. The

input vector with the fixed size is called context vector. The context vector cap-

tures the information of the text and then it is transformed to the output from

the decoder. This procedure can be seen in the following illustration of the model.
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Figure 5.7: Illustration of the Attention model [4]

The encoder of the attention model is a bidirectional Recurrent Neural Notwork

and that means that the model reads the input sequential data x = [x1, x2.....xn]

with length n in the usual forward order and reverse e.g backwards, as we can also

see in the representation above. The forward hidden layer is represented with
−→
hi

and the backward with
←−
hi . The inputs of each hidden state are: the output and

the hidden state of the previous decoder and the context vector ci in the given time

step. The context vector is not the same in every time step, it is calculated based

on the aij which are the attention weights and are calculated by the following

equation, taking into account the alignment of the the input word in the position

i and the output word in the position j:

aij =
exp(eij)∑T
n=1 exp(ein)

(5.16)

where

eij = α(si−1, hj) (5.17)

is the alignment which is a feed forwards neural network with one hidden layer

and si is the hidden state of the decoder. The characteristics of the attention

models have made them very popular not only with translation tasks but also for

other natural language processing tasks and image recognition. The are able to

investigate and decide which information are important like human can do and

overcome the efficiency of typical sequence to sequence models.
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5.10 Transformers Model

Sequence-to-sequence architectures have been created to convert a sequence of

words to another sequence. They were initially used for text translation from a

language to another. The Transformers model presented in [55] has been built up

on the attention mechanism. It is created based on the idea of using encoder and

decoder aiming to transform the input sequence to an output sequence.

Figure 5.8: Transformers model [29]

The encoder is illustrated on the left side of Figure 5.8 and the decoder on the

right and they consist of stacked modules, e.g. one on the top of the other, which

34



5.10. TRANSFORMERS MODEL

mainly are multi-head attention mechanism and a fully connected feed-forward

neural networks, as the authors explain in [55].

Figure 5.9: Scaled Dot-Product Attention (left) / Multi-Head Attention (right)

[29]

The multi-head attention function can be described as a set of queries, keys and

values that are used for describing the scaled dot-product attention as well. The

scaled dot-product attention is calculated using the following equation:

Attention(Q,K, V ) = softmax(
QKT

√
dk

)V (5.18)

where Q, K and V are the matrices of the queries, keys and values and 1√
dk

is the

scaling factor to mainly handle the large values of dk.

The multi-head attention uses parallel functions of queries, keys and values and

the results are concatenated and projecting giving the final result. The function

of this attention is calculated below:

Multi−HeadAttention(Q,K, V ) = Concat(head1, ..., headh)WO (5.19)

where

head1 = Attention(QWQ
i , KW

K
i , V W

V
i ) (5.20)

where the projections are parameters matrices WQ
i ∈dmodel×dk , WK

i ∈dmodel×dk ,

W V
i ∈dmodel×du , WO ∈hdu×dmodel .
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5.10.1 RoBERTa

BERT (bidirectional encoder representations from transformers) as presented in

[53] is a pre-trained language model used for natural language processing imple-

mentations. RoBERTa [37] is a robustly optimized approach of BERT pre-trained

model. Specifically, the changes that have been implemented to the model the

following: the model has been trained longer, on more data, the next sentence

prediction objective has been removed, the model has been trained on longer se-

quences and finally the masking pattern has been changed. In order to explain

more these modifications, we will give some information first for the BERT model.

First, we should mention that the BERT model is trained on book corpus which

contains 800M words and english Wikipedia 2500M words. The input of BERT

consists of three embeddings: token, segment and positional embeddings. The

sentences are tokenized to words and in the beginning and in the end of each sen-

tence two additional tokens are joined, [CLS] in the beginning and [SEP] in the end.

During training, BERT uses masked language model which randomly chooses a set

of tokens and replaces them with with [MASK] tokens. The objective of the model

is to predict the replaced tokens. The ration of replacing tokens is the following:

the model selects 15% of the tokens and 80% of them are replaced with the token

[MASK]. Afterwards, 10% of them are replaced with a random token and 10%

stays the same. This procedure is performed in the beginning of the training and

it is saved for the rest of it.

After, next sentence prediction (NSP) is used to define the relationship between

segments of the input sentences. There are positive examples which are collected

by sentences that are sequential and negative which are defined by matching sen-

tences from different documents.

Having explained BERT model, we will now discuss the modifications that im-

plemented in [37]. In the mask level, they used dynamic masking in which they
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generated the masking pattern whenever a sequence is fed to the model. More-

over, removing the NSP gives the same or slightly better results than the original

BERT. Another modification is that using large mini-batches for training can im-

prove the performance of the model. Finally, the text is encoded with byte-pair

encoder which is uses bytes rather than unicodes. RoBERTa model has been

proven to give better results than the original BERT. We did not train RoBERTa

from scratch. The models has approximately 355 million parameters and it is

trained on a very big corpus. We used the pre-trained weights from the RoBERTa

LARGE provided by [58].
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6. Experimental Structure

In this chapter we are going to examine the structure of the experiments. First we

are going to describe the aspect extraction and afterwards the polarity detection.

6.1 Aspect extraction

Aspect extraction pipeline contains different types of models. Each model uses

different word representations and contain different layers which we are going to

describe in this section.

In Figure 6.2 the aspect pipeline is illustrated.

Figure 6.1: Aspect categorization pipeline

The models LDA, Seeded LDA, Biterm, SVM, MLP take as input the sentences

as numeric representations using Tf-Idf or Count Vectorizer. Furthermore, in the

SVM and MLP we also tried to add as features the probability vectors predicted

by the best probabilistic generative model, seeded LDA, in order to boost their
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performance. LSTM uses word embeddings created as described in sections 4.2

and 4.3. Moreover, we used the pre-trained model RoBERTa as an input to the

LSTM and a simple and unusual word representation for the LSTM, Tf-Idf. The

predicted output for each sentence is a vector with dimension 6 for Restaurant

domain and 8 for Laptop domain which contains 0s when the aspect category is not

predicted and 1s when the category is predicted. We can see the aforementioned

combinations of word embeddings and the models in the following table:

Table 6.1: Word embeddings and models for aspect categorization

Word Representation

Count

Vectorizer
Tf-Idf Glove

Glove and

Specific

Word Emb

RoBERTa

Models LDA x

S-LDA x

BTM x

SVM x x

MLP x

LSTM x x x x

RoBERTa

2 dense

layers

x

The LSTM model which we created consists of two bidirectional LSTM layers,

the first with 128 cells and the second with 64 cells. Between these two layers we

added a spatial dropout layer which sets equal to 0 the output some channels of

the previous layer with probability 0.30. After the second layer we added another

dropout layer which sets to 0 weights with probability 0.25. On top of the LSTM

models we added two dense layers, the first one with 128 nodes and ReLU acti-

vation function and the second with a number of nodes equal to the number of

aspect classes in each dataset. The second dense layer applies the sigmoid function

to give the final results. We chose sigmoid because we do not want deciding one
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class excluding the choice of the rest of the classes.

RoBeRTa model is a pre-trained model on raw text and that is the reason why

we do not add any pre-processing steps to the text before feeding it to the model.

Moreover, the model has on top a dense layer with dimensions 1024 and ReLU

activation function and the output dense layer with 6 or 8 units, depending on the

number of the aspect categories and sigmoid activation function.

Finally, we combine the power of the LSTM model with the structure as described

above with the Transformer model RoBERTa. We use the pre-trained RoBERTa

as a input to the LSTM model alone and in combination with other word embed-

dings. We understand that the size of the embedding that RoBERTa creates is

bigger than GloVe or the specific embedding that is described in section 4.3 but

we wanted to determine whether they can add information to the model.

The aspect categorization sub-task can be described as a multi-label classifica-

tion problem in which the sentences can belong to more than one class.

6.2 Sentiment analysis

Polarity extraction based on the predicted labels was performed by using various

models. The pipeline of the sentiment analysis is presented bellow.

Figure 6.2: Sentiment analysis pipeline
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The input of all the models is the representation of the sentences and the predicted

labels. Specifically, in the machine learning models we added the predicted labels

as numeric features using 0 when the category is not predicted and 1 when it

is predicted. In the deep learning models we inserted the labels in two ways.

First we added the name of the category in the beginning of the sentence before

creating the word embeddings and in the first dense layer after the LSTM or

RoBERTa as numeric features using the aforementioned representation. Naive

Bayes, random forest, SVM and MLP take as input the sentences transformed

with Count Vectorizer or Tf-Idf. The input of the LSTM model are the same

as mentioned above in section 6.1 and the output is the predicted sentiment for

all the models. In the following Figurewe can see the combinations of the word

embeddings that we used with the models.

Table 6.2: Word embeddings and models for sentiment analysis

Word Representation

Count

Vectorizer
Tf-Idf Glove

Glove and

Specific

Word Emb

RoBERTa

Models NB x

RF x

SVM x x

MLP x

LSTM x x x x

RoBERTa

2 dense layers
x

The architecture of the model LSTM is the same except the function that de-

termines the output which is softmax for this task. The reason why we chose

softmax is because when the model predicts one class the rest of the classes are

not possible to be predicted. This sub-task can be described as a multi-class clas-

sification problem, because the classes are mutually exclusive. Additionally, we

tried two unusual combinations of word embeddings and models, the SVM model
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with GloVe as input and LSTM model with input created by Tf-Idf.

It is important to mention that before feeding the sentences and the predicted

aspects to the models we “unfolded” the sentences. That means that in the sen-

tences that contained more than one predicted aspect we created copies taking

into account the number of the predicted aspects aiming to create sentences which

have only one aspect. In that way, our models had to predict only one sentiment

for each sentence.

Finally, before performing the task of sentiment analysis we chose the best re-

sults we got from the previous task of aspect extraction, aiming to give the same

information to the models and be able to compare their outcomes. The result in

the sentiment analysis are based on the correctly predicted aspect only.

6.3 Evaluation measures

In order to evaluate the performance of our models we are going to use accuracy and

F1-micro score for aspect categorization. In this problem, by accuracy we mean the

correctly predicted set of labels for each sentence. If one label category is missing,

or is wrongly predicted the set is considered wrong. Accuracy is calculated by the

following equation:

accuracy =
Number of Correct Predictions

Total Number of Predictions
(6.1)

Moreover, we are using the F1-micro score as proposed in [38]. The dataset as

presented in section 3.2 is not balanced for both domains. That is the reason why

we did not choose simple F1-score or F1-macro which do not take into account

the imbalance of the dataset. In order to define F1-micro, the precision and recall

are calculated globally for all the labels by counting all the true positives, false

negatives and false positives as explained in [34].
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The calculation of the aforementioned measures is based on the confusion ma-

trix for each class.

Table 6.3: Confusion matrix
Predicted Labels

Positive Negative

True Labels Positive True Positive (TP) False Positive (FP)

Negative False Negative (FN) True Negative (TN)

That can be translated to the following confusion matrix for each class:

Table 6.4: Confusion matrix for each class
Predicted Labels

Class i Predicted Class i Not Predicted

True Labels Class i True Predicted False Not Predicted

Not class i False Predicted True Not Predicted

Then the F1-micro is calculated by the following formula:

F1micro = 2 ∗ Micro− precision ∗ Micro− recall
Micro− precision + Micro− recall

(6.2)

where micro-recall and micro-precision are shown below:

Micro−Recall =

∑C
i=1 TPi∑C

i=1 TPi + FNi

(6.3)

Micro− Precision =

∑C
i=1 TPi∑C

i=1 TPi + FPi

(6.4)

In order to measure the performance of our models for the sentiment analysis

task, we are going to use accuracy which calculated with the equation 6.5 and the

confusion matrix for the three sentiment classes.

accuracy =
TP + TN

TP + TN + FP + FN
(6.5)
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7. Results

In this section the procedure of getting our results will be presented explicitly. The

parameters of each model and the results will be presented for aspect extraction

and sentiment analysis. All the results were calculated with the same random

state aiming to make the comparison as fair as possible. Moreover, we used a

validation set which is 25% of the train set e.g. 427 sentences in the Restaurant

domain and 510 for the Laptop domain. The validation set shares the same topic

distribution with the train set. The test set that we used is the one that provided

by the SemEval 2016 workshop. The size of the test set is 587 sentences in the

Restaurant domain and 573 in the Laptop domain.

7.1 Aspect categorization

7.1.1 Latent Dirichlet allocation

The first model that we examined was LDA. The input of the model is the text

data transformed in a way that the model is able to understand. Moreover, we

added the number of topics, which is the number of the aspect categories we have

in out dataset. There are other parameters as well, such as α = 0.1 and the

number of iterations which is set to 20000. The output of the model is a vector

with length the number of topics we have set. The numbers on this vector represent

the probabilities that each sentence belongs to each topic and the summation is

equal to 1.
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Figure 7.1: Example output of LDA

After having these probabilities for each sentence we set a threshold and if the

probabilities are higher than the threshold the topic is assigned to the sentence, if

not the topic is rejected. In order to determine the threshold we used a validation

set. We tried different threshold values from 0 to 1 with step 0.05 and we kept the

value for which we get the highest accuracy. Accuracy in aspect categorization

means that the complete set of aspect categories was predicted correctly. With-

out data augmentation the best threshold for the evaluation set is 0.45 whilst for

augmented data it was 0.4.

Although LDA is considered a good model for topic classification, the sparse na-

ture of the data and the limited size of our dataset did not interact well with the

model and the results were not as good as we expected. In Figure 7.2, we can see

which words LDA used to assign the topics to each sentence. It is easy to notice

that different aspect categories use the same words and thus the model might be

confused. This may as well have been an obstacle for LDA to give good results.

Figure 7.2: Important words for LDA for aspect classification, Restaurant domain
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Figure 7.3: Important words for LDA for aspect classification, Laptop domain

The results of the LDA model are presented below.

Table 7.1: LDA results for Restaurant dataset
Accuracy F1-micro

Without data augmentation 0.24 0.35

With data augmentation 0.23 0.32

As we know, LDA model does not assign labels to the topics. For that reason

we conducted a permutation to the order of the probabilities output and used the

validation set in order to find the best match, in combination with the appropriate

threshold, between the known aspects and the topics that LDA exported. From the

permutation we concluded that topic 3 represents the category Restaurant, topic 1

the category Location, topic 2 the category Ambience, topic 0 the category Service,

topic 5 the category Food and topic 4 the category Drinks for not augmented data.

We can see from the words in Figure 7.2 that LDA exported that topic 4 is the

only one that contains a word that is related to the category Drinks. There are

more words that LDA uses but these are the top 10. Moreover, topic 0 contains

words that can be related to the category Service like Service, staff and wait. The

rest of the topics seem to be more confusing, however almost all the words included

in topic 5 are related to Food. After data augmentation the topics changed: topic

2 talks about Restaurant, topic 3 about Location, 4 about Ambience, 1 about

Service, 5 about Food and 0 about Drinks.
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Figure 7.4: LDA Restaurant

Topic distance map before aug-

mentation

Figure 7.5: LDA Restaurant Topic

distance map after augmentation

For the Laptop dataset we can see that model performs poorer. For not augmented

the best threshold is 0.45 and the best permutation is (0, 6, 1, 2, 3, 5, 4, 7) for the

topics Hardware, Software, Warranty, OS, Company, Support, Laptop and Ship-

ping. For augmented data the best threshold is 0.35 and the best permutation is

(6, 4, 5, 1, 2, 7, 0, 3).

Table 7.2: LDA Results for Laptop dataset

Accuracy F1-micro

Without data augmentation 0.12 0.19

With data augmentation 0.14 0.22
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Figure 7.6: LDA Laptop Topic

distance map before augmenta-

tion

Figure 7.7: LDA Laptop Topic

distance map after augmentation

We can see in Figure 7.7, using the package provided by [51] that after data aug-

mentation the topics seem to overlap more and that might be the reason why the

predictive power of the model is reducing.

7.1.2 Seeded LDA

The next model we implemented is seeded LDA, which is a semi supervised imple-

mentation of the regular LDA. Seeded LDA, as presented in the model description

[56], takes as input the sentences and the seed topic list of the underrepresented

topics in our dataset which are Location, Ambience and Drinks for the Restaurant

domain and Shipping, Software, Warranty, OS, Company, and Support for the

Laptop domain. Moreover, we set the number of iterations to 20000. The output

is the same with the output of LDA. After having extracted the probabilities, we

set a threshold and with the same procedure, if the probability is higher than this

threshold the topic or topics are assigned to each sentence. The threshold that

gives the best results in the validation set is 0,4 for not augmented data and 0.35
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for augmented. We can see that again, data augmentation did not help.

Table 7.3: Seeded LDA results for Restaurants
Accuracy F1-micro

Without data augmentation 0.28 0.35

With data augmentation 0.26 0.39

For the Laptop dataset this model gives worse results. The best threshold for not

augmented data is 0.5 and for augmented 0.45.

Table 7.4: Seeded LDA results for Laptops

Accuracy F1-micro

Without data augmentation 0.15 0.20

With data augmentation 0.16 0.22

7.1.3 Biterm topic model

The third machine learning model that we tried is Biterm Topic Model. This

model has been created for short text classification. However, this model also did

not give the results that we expected. This model does not output the labels for

the topics and that is why we also used permutation. The best permutation for

not augmented data is the following: topic 4 is Restaurant, topic 0 is Location,

topic 5 is Ambience, topic 1 is Food, topic 2 is Drinks and topic 3 is Service. The

best threshold is 0.3. In 7.8 we can see the distance between the topics as defined

by Biterm model before augmentation and in 7.9 after. The best threshold for

augmented data is 0.35 and the topic matching is the following: Restaurant topic

4, Location topic 1, Ambience topic 0, Service topic 5, Food topic 3 and Drinks

topic 2.
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Figure 7.8: Bitterm Restaurant

Topic distance map before aug-

mentation

Figure 7.9: Bitterm Restaurant

Topic distance map after augmen-

tation

We can see in Figure 7.9 that after data augmentation the distance between the

topics differentiates. After that procedure, the topics seem to be more discreet

and do not overlap as much as before. Augmentation helped Biterm topic model

give better results.

In the following table the results of Biterm model are presented. We can see that for

that model data augmentation had positive results and increased the performance

of the model.

Table 7.5: Biterm model results for Restaurant dataset
Accuracy F1-micro

Without data augmentation 0.16 0.30

With data augmentation 0.23 0.33

For the Laptop dataset before data augmentation the best threshold is 0.35 and

the best permutation is (3, 2, 0, 6, 4, 7, 1, 5). After data augmentation the best
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threshold is 0.3 and the best permutation is (1, 5, 0, 3, 2, 6, 4, 7).

Table 7.6: Biterm model results for Laptop dataset

Accuracy F1-micro

Without data augmentation 0.12 0.20

With data augmentation 0.10 0.19

Figure 7.10: Topic distance map

before augmentation Laptop do-

main

Figure 7.11: Topic distance map

after augmentation Laptop do-

main

The main problem with the dataset that we are using is that the aspect category

Restaurant and Laptops, are very general and to some extend they may contain

information that could be easily misclassified from an algorithm. Furthermore, the

aforementioned models use words to categorize the sentences and these words can

be included in multiple aspect categories.

7.1.4 Support vector machine

SVM takes as input the features of the dataset. In order to decide if we are going

to use the simple Count Vectorizer or Tf-Idf we tried them both on the valida-
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tion set and chose the second which gave better results. Furthermore, we used as

additional input combining it with Tf-Idf, the output probabilities of the seeded

LDA model in order to provide more information to the model. In more detail, the

output of the seeded LDA is a vector with length 6 with the predicted probabilities

for each class. We concatenated this vector with the vector that Tf-Idf produced.

The following Figurecreated using the Python package ELI5 [30], portraying the

learned weights of the SVM, we can see that the additional input from the Seeded

LDA helped the model to give better results. The weights are referring to the cat-

egories with the following order: Restaurant, Location, Ambience, Service, Food

and Drinks. The positive weights in green mean that the specific predicted proba-

bility pushes the model towards deciding that the sentence belongs to that column’s

category. On the other hand, negative weights push the model away from choos-

ing this category. This indicates that a more complex approach to the probability

outputs instead of a simple threshold can give better accuracy results.

Figure 7.12: Seeded LDA input weights

Moreover, below we can see an example of the weights that the model gives to the

words in the dataset. Specifically, the table shows 4 top words have the highest

and lowest weights for each category.

Figure 7.13: Input’s weights for Restaurant domain
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Figure 7.14: Input’s weights for Laptop domain

Finally, the results of the model are presented below.

Table 7.7: SVM results for Restaurant domain
Accuracy F1-micro

Without data augmentation 0.58 0.73

With data augmentation 0.56 0.72

Table 7.8: SVM results for Laptop domain

Accuracy F1-micro

Without data augmentation 0.58 0.71

With data augmentation 0.60 0.73

Usually, Support vector algorithms are combined with word embeddings created by

simple methods that are based on counting the frequency of the words occurring

in the text. However, we decided to perform an extra experiment and use the

GloVe word embedding as input to the SVM model. We noticed that SVM was

able to perform relatively well with the simpler inputs, taking into account how

simple is its. That is the reason why we chose to combine it with this more

complex word representation than includes semantic relationships between the

words. Moreover, another characteristic of SVM is that it is able to handle data

with higher dimensions such as GloVe. We used three techniques in order to be able

to use the GloVe embeddings as an input. The first one is to take the summation

of all the word Glove vectors in a sentence. The second is to use feature flattening
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and stack one vector under the other. Finally, we used the average of the GloVe

vectors. The results are the following:

Table 7.9: SVM with GloVe in Restaurant domain
Before data augmentation After data augmentation

Accuracy F1-score Accuracy F1-score

Summation 0.51 0.71 0.51 0.71

Flattening 0.49 0.69 0.58 0.76

Average 0.57 0.73 0.64 0.79

Table 7.10: SVM with GloVe in Laptop domain

Before data augmentation After data augmentation

Accuracy F1-score Accuracy F1-score

Summation 0.51 0.70 0.51 0.68

Flattening 0.51 0.69 0.52 0.70

Average 0.58 0.70 0.58 0.72

We can see that the best results in both domains are almost the same achieved

when we used Tf-Idf as input. However, Tf-Idf is much simpler than GloVe since

it only takes into account the frequency of the words. That is why we concluded

that Tf-Idf is a better input to the SVM model for this task.

7.1.5 Multi-layer perceptron

We followed the same procedure to decide the input of the model. Count Vector-

izer gave better results on the validation set and we chose that instead of Tf-Idf.

Moreover, we again added the predicted output of the Seeded LDA. The results

of the MLP are given in the following tables.
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Table 7.11: MLP results for Restaurants
Accuracy F1-micro

Without data augmentation 0.55 0.69

With data augmentation 0.51 0.64

Table 7.12: MLP results for Laptops

Accuracy F1-micro

Without data augmentation 0.54 0.68

With data augmentation 0.58 0.70

MLP is a simple feed forward neural network and the results that it gave were

slightly worse than those from SVM and not as good as we expected. That is

the reason why the next experiments we conducted utilized a more complex and

sophisticated network, a Long short-term memory network.

7.1.6 Long short-term memory

In the first implementation the input embedding of the LSTM model was created

by using GloVe. The results are shown in the following tables:

Table 7.13: LSTM with GloVe for Restaurants
Accuracy F1-micro

Without data augmentation 0.70 0.8

With data augmentation 0.69 0.79

Table 7.14: LSTM with GloVe for Laptops

Accuracy F1-micro

Without data augmentation 0.61 0.71

With data augmentation 0.58 0.70
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Following, we used as input the combination of the word embedding created by

GloVe and the Domain Specific embedding mention in 4.3. The results are slightly

better.

Table 7.15: GloVe and Domain Specific as input to the LSTM for Restaurants

Accuracy F1-micro

Without data augmentation 0.71 0.79

With data augmentation 0.70 0.79

Table 7.16: GloVe and Domain Specific as input to the LSTM for Laptops

Accuracy F1-micro

Without data augmentation 0.62 0.73

With data augmentation 0.60 0.72

We decided to use both the embedding from GloVe alone and in combination with

the Domain Specific embedding to see if could provide more information to the

model and increase the results. However, we can see that there was a slight raise

in the order of one percent which is not important.

Furthermore, we tried a combination that might be considered unusual, as we

have not encountered it in the related work, and we used Tf-Idf as an input to the

LSTM neural network. We did the following experiment because we wanted to

confirm that indeed this combination is not used because the results are not good.
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Table 7.17: Tf-Idf as input to LSTM

Accuracy F1-micro

Restaurant

Domain
0.54 0.67

Laptop

Domain
0.59 0.67

We can see that in the Restaurant domain the results of this combination are

much lower compared to the results the LSTM gave with the aforementioned more

complicated word embeddings. On the contrary, in the Laptop domain the results

are better, approximately the same as when we used the other embeddings. This

result probably has occurred due to the predictive power of the LSTM network

because the model does not outperform the previous ones. However, the results

were not as bad as we expected.

7.1.7 RoBERTa

RoBERTa takes as input the sentences from our dataset. On the top of the pre-

trained model we use two dense layers for performing the classification. The results

are presented in the following tables.

Table 7.18: RoBERTa with two dense layers for Restaurants

Accuracy F1-micro

Without data augmentation 0.57 0.71

With data augmentation 0.57 0.72

Table 7.19: RoBERTa with two dense layers for Laptops

Accuracy F1-micro

Without data augmentation 0.58 0.70

With data augmentation 0.57 0.70
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We can see that the results are slightly worse than those of the LSTM network in

both domains.

7.1.8 Combination of RoBERTa and LSTM

Finally, we used the RoBERTa pre-trained model as an input to the LSTM model.

Following the idea of combining different embedding provided by [59] we tried

different combinations to find the one which gives the best results. In the beginning

we tried RoBERTa alone and then we combined it with the embeddings created

by Glove and the results are presented below.

Table 7.20: RoBERTa as input to the LSTM for Restaurants

Accuracy F1-micro

Without data augmentation 0.76 0.83

With data augmentation 0.74 0.83

Table 7.21: RoBERTa as input to the LSTM for Laptops

Accuracy F1-micro

Without data augmentation 0.66 0.77

With data augmentation 0.64 0.75

Table 7.22: RoBERTa and GloVe as input to the LSTM for Restaurants

Accuracy F1-micro

Without data augmentation 0.76 0.85

With data augmentation 0.76 0. 85
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Table 7.23: RoBERTa and GloVe as input to the LSTM for Laptops

Accuracy F1-micro

Without data augmentation 0.67 0.77

With data augmentation 0.66 0.77

Finally, we tried to maximize the information fed to the LSTM network, by com-

bining RoBERTa, the embeddings created from GloVe and the specific domain

embedding in order to see if the later would be able to improve the results as it

has been trained on these specific domains.

Table 7.24: LSTM with input GloVe and Domain Specific embedding and

RoBERTa for Restaurants
Accuracy F1-micro

Without data augmentation 0.78 0.86

With data augmentation 0.74 0.82

Table 7.25: LSTM with input GloVe and Domain Specific embedding and

RoBERTa for Laptops

Accuracy F1-micro

Without data augmentation 0.66 0.76

With data augmentation 0.67 0.77

In the Restaurant domain we were able to achieve the highest accuracy and F1-

score, by using as input RoBERTa, word embedding created by GloVe and the

specific domain embedding. In the Laptop domain the results were almost the

same across the three experiments but typically the best results were achieved

with RoBERTa as input to the LSTM.
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7.2 Aspect extraction result summary

In this section we are going to present and analyze the results of aspect classifica-

tion. The following table contains the outcome of each model.

Table 7.26: Aspect categorization results without data augmentation

Models
Restaurant

Accuracy

Restaurant

F1-micro

Laptop

Accuracy

Laptop

F1-micro

LDA 0.24 0.35 0.12 0.19

Seeded LDA 0.28 0.35 0.15 0.20

BTM 0.16 0.30 0.12 0.20

SVM 0.58 0.73 0.58 0.71

MLP 0.55 0.69 0.54 0.68

LSTM with GloVe 0.70 0.80 0.61 0.71

LSTM with GloVe

and Domain Emb.
0.71 0.79 0.62 0.73

RoBERTa 0.57 0.71 0.58 0.70

LSTM with

RoBERTa
0.76 0.83 0.66 0.77

LSTM with GloVe

and RoBERTa
0.76 0.85 0.66 0.77

LSTM with GloVE

and RoBERTa

and Domain Emb.

0.78 0.86 0.66 0.76

The first three probabilistic models do not give the results that we expected. We

already mentioned that the main cause of it is the sparsity of the data, the small

size of the training set, the overlapping nature of the topics and the length of the

sentences. The machine learning model SVM performed much better and achieved

accuracy 58 percent and F1-micro score 0.73 and in the Restaurant domain and

58 percent and 0.71 in the Laptop domain respectively. MLP neural network

performed slightly worse than the two aforementioned models. For LSTM model
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we tried different inputs and the results were very similar for all the different inputs.

LSTM managed to increased the correctly predicted aspect categories from almost

60 percent given by SVM to 70 percent. RoBERTa model with two dense layers

shows a decrease on the results, comparing it to the LSTM model. However,

this decrease is probably due to the dense layers because when combining the pre-

trained Transformers model with the LSTM model the results are the best possible

in our research. We managed to achieve 78 percent accuracy and 86 percent F1-

micro score in aspect extraction task on the Restaurant domain and 66 and 77

percent respectively on the Laptop domain using the model that is illustrated in

Figure 7.15

Figure 7.15: Best Model for Aspect Categorization

Even though there is misclassification we can see that the distribution of the

Figure 7.16: Restaurant domain topic distribution
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predicted topics is approximately the same with the distribution of the topics in

the test set as we can see in the Figures 7.16 and 7.17. That output is important

as we will later discuss in section 8.

Figure 7.17: Laptop domain topic distribution

During the implementation of our models we used data augmentation to increase

the size of our datasets. We noticed that data augmentation helps the models

achieve higher accuracy in very few cases. On the contrary, we generally see a

slight decrease in the performance of them. In the following table we can see all

the results.
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Table 7.27: Aspect categorization results with data augmentation

Models
Restaurant

Accuracy

Restaurant

F1-micro

Laptop

Accuracy

Laptop

F1-micro

LDA 0.23 0.32 0.14 0.22

Seeded LDA 0.26 0.39 0.16 0.22

BTM 0.23 0.33 0.10 0.19

SVM 0.56 0.72 0.60 0.73

MLP 0.51 0.64 0.58 0.70

LSTM with GloVe 0.69 0.79 0.58 0.70

LSTM with GloVe

and Domain Emb
0.70 0.79 0.60 0.72

RoBERTa 0.57 0.72 0.57 0.70

LSTM with

RoBERTa
0.74 0.83 0.64 0.75

LSTM with GloVe

and RoBERTa
0.76 0.85 0.66 0.77

LSTM with GloVE

and RoBERTa

and Domain Emb

0.74 0.82 0.67 0.77

Although, it does not help with accuracy and F1-score we noticed that in the deep

learning models, the minimum validation loss is achieved in earlier epoch. That

means that the models learn faster when data augmentation is implemented and

are able to achieve slightly worse results with much fewer epochs of training.

In general the results in the Laptop domain are poorer than these in the Restaurant

domain. That might be because in the Laptop domain there are more technical

terms about the devices and the models might not be able to identify the cate-

gories in which each term belongs. Both the datasets include a category which is

fairly broad and that might have been a problem for the models. Moreover, these

two categories are included in the majority of the sentences and that as well might
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have been an obstacle.

Finally, we are going to discuss the approximate training time of the models on a

Laptop with a 2,2 GHz 6-Core Intel Core i7 and 16GB RAM. The fastest models

to train were MLP and SVM which took approximately 1 to 2 minutes before data

augmentation. The generative models LDA and seeded LDA took almost 5 min-

utes to train. The slowest generative model is Bittern topic model that had to be

trained for almost ten minutes. The deep learning model LSTM was slower to train

and took more time. For each epoch the LSTM took approximately forty seconds

and that means that for 50 epochs it took almost 35 minutes. Furthermore, even

though we did not train the full RoBERTa model, even using it as an input with

the dense layers on top increased the training time to approximately 270 seconds

i.e. 4.5 minutes for each epoch on a CPU. That means that for 50 epochs train-

ing took almost 4 hours. Last but not least, when using the pre-trained model

RoBERTa as an input to the LSTM, the model took approximately the sum of

the amount of time when training RoBERTa plus the time for the LSTM, e.g. 300

seconds per epoch and that means more than 4 hours. The aforementioned time

slots were calculated when training the models before data augmentation. After

data augmentation the training of the models increased proportionally to their

initial duration.

7.3 Sentiment analysis

In this section we are going to present and discuss the results of sentiment analysis

based on the predicted labels. The confusion matrices for not augmented data

will be included in that section. The confusion matrices after data augmentation

have been placed in Appendix A in case the reader wants to see in detail how the

models perform in each sentiment class.
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7.3.1 Naive Bayes classifier

Naive Bayes classifier takes as input the words represented with Count Vectorizer

and the predicted aspects. We compared in the validation set the results with

Count Vectorizer and Tf-Idf and the first gave better scores. The results are

shown below.

Table 7.28: Sentiment analysis with naive Bayes for Restaurants

Accuracy

Without data augmentation 0.80

With data augmentation 0.80

Figure 7.18: Confusion matrix

for Restaurants with NB

Figure 7.19: Confusion matrix

for Laptops with NB

Table 7.29: Sentiment analysis with naive Bayes for Laptops

Accuracy

Without data augmentation 0.72

With data augmentation 0.69
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We can see that the naive Bayes approach, even though it is a very simple algorithm

and easy to implement, is able to give high accuracy on predicting the sentiment

of the sentences. However, it has bad predicting power on the class neutral in both

domains.

7.3.2 Random forest

Having used the simplest model first for predicting the sentiment of the sentiment,

we tried the random forest algorithm that is slightly more complicated and hope-

fully can give better results in the neutral class. Random forest takes as input the

words represented with Tf-Idf and the predicted aspects. We decided to use Tf-Idf

instead of Count Vectorizer using the same experiment on the validation set. The

results are shown below.

Table 7.30: Sentiment analysis with random forest for Restaurants

Accuracy

Without data augmentation 0.77

With data augmentation 0.74

Table 7.31: Sentiment analysis with random forest for Laptops

Accuracy

Without data augmentation 0.69

With data augmentation 0.69
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Figure 7.20: Confusion matrix

for Restaurants with RF

Figure 7.21: Confusion matrix

for Laptops for with RF

Random Forest was not able to predict the neutral sentiment before data augmen-

tation. However, we noticed that using that technique helped the model perform

slightly better in that class.

7.3.3 Support vector machine

The SVM takes as input the words represented with Tf-Idf and the predicted

aspects. We decided that representation using the aforementioned procedure. The

results are presented below in the tables 7.32 and 7.33.

Table 7.32: Sentiment analysis with SVM for Restaurants

Accuracy

Without data augmentation 0.76

With data augmentation 0.75
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Table 7.33: Sentiment analysis with SVM for Laptops

Accuracy

Without data augmentation 0.69

With data augmentation 0.65

Figure 7.22: Confusion matrix for

Restaurants with SVM

Figure 7.23: Confusion matrix for Lap-

tops with SVM

Finally, we can see an example of the words that affect the model towards each

category in the following figures. The first column represents the negative class,

the second the neutral and finally the positive.

Figure 7.24: Most important words for Restaurant sentiment
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Figure 7.25: Most important words for Laptop sentiment

We can see in figures 7.24 and 7.25 that for the positive and negative classes the

words are representative and they express the sentiment category in which they

belong. However, in the neutral class the words seem to be irrelevant and most

of them do not lead the model to the proper direction. This is represented in the

results where it is noticeable that the model is not able to correctly assign this

label to the sentences.

Is this sub-task we also decided to use as input the more complex GloVe word

embedding and examine the results. We used the same methods that we described

in 7.1.4. The results are presented below:

Table 7.34: SVM with Glove for Restaurant domain
Accuracy before

data augmentation

Accuracy after

data augmentation

Summation 0.72 0.78

Flattening 0.71 0.71

Average 0.81 0.80
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Table 7.35: SVM with Glove for Laptop domain

Accuracy before

data augmentation

Accuracy after

data augmentation

Summation 0.65 0.71

Flattening 0.65 0.63

Average 0.70 0.70

We can see that SVM with a more complex input is able to perform better. GloVe

is able to capture the semantic relationships between words and provide more

information to the model. Moreover, SVM model was able to handle these

information because it it suitable for input with bigger dimension. The results are

unexpectedly good and the model was able to gain 5 percent in the Restaurant

domain and achieve the best performance. In the Laptop domain the increase

was not so important and the results are approximately the same. The confusion

matrices for the best input is presented below.

Figure 7.26: Confusion matrix for

Restaurants with GloVe as input to

SVM with averaging

Figure 7.27: Confusion matrix for

Laptops with GloVe as input to SVM

with averaging
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7.3.4 Multi-layer perceptron

MLP takes as input the words represented with Tf-Idf which was decided by the

same method applied in the validation set and the predicted aspects. The results

are shown below.

Table 7.36: Sentiment analysis with MLP for Restaurants

Accuracy

Without data augmentation 0.74

With data augmentation 0.73

Table 7.37: Sentiment analysis with MLP for Laptops

Accuracy

Without data augmentation 0.63

With data augmentation 0.64

Figure 7.28: Confusion matrix for

Restaurants with MLP

Figure 7.29: Confusion matrix for Lap-

tops with MLP
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The model is able to correctly predict very few sentences which belong in the

neutral category. In general, MLP is not able to perform very well.

7.3.5 Long sort-term memory

For the LSTM model we tried different word embeddings and examined the results

of the model. First we tried word embedding created with GloVe.

Table 7.38: Sentiment analysis with LSTM and GloVe for Restaurants

Accuracy

Without data augmentation 0.82

With data augmentation 0.80

Table 7.39: Sentiment analysis with LSTM and GloVe for Laptops

Accuracy

Without data augmentation 0.70

With data augmentation 0.70
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Figure 7.30: Confusion ma-

trix for Restaurants LSTM with

GloVe

Figure 7.31: Confusion matrix

for Laptops LSTM with GloVe

Then we combined the embedding created from GloVe and the Domain Specific

embedding.

Table 7.40: LSTM with input of GloVe and Domain Specific for Restaurants

Accuracy

Without data augmentation 0.82

With data augmentation 0.82

Table 7.41: LSTM with input of GloVe and Domain Specific for Laptops

Accuracy

Without data augmentation 0.72

With data augmentation 0.71

73



7.3. SENTIMENT ANALYSIS

Figure 7.32: Confusion matrix for

Restaurants with LSTM, GloVe and do-

main embedding

Figure 7.33: Confusion matrix for Lap-

tops with LSTM, GloVe and domain

embedding

Finally, we conducted the same experiment using as input the word embedding

created with Tf-Idf, which is as we explained above an unusual choice. The results

for both domains are the following:

Table 7.42: Tf-Idf as input to the LSTM Restaurant domain

Accuracy

Without data augmentation 0.79

With data augmentation 0.75

Table 7.43: Tf-Idf as input to the LSTM Laptop domain

Accuracy

Without data augmentation 0.70

With data augmentation 0.69
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Figure 7.34: Confusion matrix for

Restaurants with Tf-Idf and LSTM

Figure 7.35: Confusion matrix for Lap-

tops with Tf-Idf and LSTM

The results when using Tf-Idf as input to the LSTM model are slightly worse in

the Restaurant domain, comparing them with the results LSTM gave with other

embeddings. The same stands for the Laptop domain.

7.3.6 RoBERTa

RoBERTa is a model that includes a lot of information because it has been trained

on a very big corpus of Wikipedia and books. In order to perform the classification

we added two dense layers on top of it. The results are presented below:

Table 7.44: RoBERTa and two dense layers for Restaurants

Accuracy

Without data augmentation 0.83

With data augmentation 0.83
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Table 7.45: RoBERTa and two dense layers for Laptops

Accuracy

Without data augmentation 0.80

With data augmentation 0.82

Figure 7.36: Confusion matrix for

Restaurants with RoBERTa

Figure 7.37: Confusion matrix for Lap-

tops with RoBERTa

The accuracy of the correctly predicted sentiment of the sentences increased when

comparing these results with the results of the aforementioned models.

7.3.7 Combination of RoBERTa and LSTM

During these experiments we used RoBERTa as input to the LSTM model. RoBERTa

has been pre-trained on a very big corpus and contains a lot of information. That

is the reason why we chose to combine it with LSTM and not only use it with two

dense layers on top because we believed that LSTM would be able to handle the

input better. We can see the results in the following tables:
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Table 7.46: RoBERTa as input to the LSTM for Restaurants

Accuracy

Without data augmentation 0.87

With data augmentation 0.88

Table 7.47: RoBERTa as input to the LSTM for Laptops

Accuracy

Without data augmentation 0.85

With data augmentation 0.84

Figure 7.38: Confusion matrix for

Restaurants with RoBERTa and LSTM

Figure 7.39: Confusion matrix for Lap-

tops with RoBERTa and LSTM

The results confirm our hypothesis that the combination of these two would out-

perform the LSTM model with simpler input and the dense layers that we used in

the initial RoBERTa model.
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Furthermore, we decided to add another input to the LSTM model in addition

to RoBERTa in order to identify whether they will be able to provide extra infor-

mation to the model and give better results. For that reason we tried RoBERTa

with GloVe and we also added the Domain Specific embedding.

Table 7.48: RoBERTa and GloVe as input to the LSTM for Restaurants

Accuracy

Without data augmentation 0.87

With data augmentation 0.87

Table 7.49: RoBERTa and GloVe as input to the LSTM for Laptops

Accuracy

Without data augmentation 0.84

With data augmentation 0.81

Figure 7.40: Confusion matrix for

Restaurants with RoBERTa and

LSTM and GloVe

Figure 7.41: Confusion matrix

for Laptops with RoBERTa and

LSTM and GloVe
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Table 7.50: RoBERTa and GloVe and Domain Specific embedding as input to the

LSTM for Restaurants
Accuracy

Without data augmentation 0.85

With data augmentation 0.87

Table 7.51: RoBERTa and GloVe and Domain Specific embedding as input to the

LSTM for Laptops

Accuracy

Without data augmentation 0.85

With data augmentation 0.83

Figure 7.42: Confusion matrix

for Restaurants with RoBERTa

and GloVe and Domain Specific

embedding as input to the LSTM

Figure 7.43: Confusion matrix for

Laptops with RoBERTa and GloVe

and Domain Specific embedding as in-

put to the LSTM
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We can see that the model performed almost the same when using the aforemen-

tioned input. Depending on the dataset and the specific combination the results

slightly differ but the difference is not important i.e. about one percent.

7.4 Comparison models

In this section we are going to discuss a few models that we investigated during

our research which use the state of the art methods like attention mechanism and

achieve very good results. We were able to reproduce these models and get the

results using the same train, test and validation set that we used for our models.

Attention based LSTM

The three models in [57] are a combination of an attention mechanism and a

LSTM network for aspect level sentiment classification. As they are described

the models are able to pay attention to different parts of each sentence given the

predicted aspect categories. The first of these three models is LSTM with aspect

Embedding and it is able to create and learn different embedding vector for each

aspect class. The second model is an attention based LSTM in which the attention

mechanism tries to identify the most important words of the sentence again taking

into account the given aspect. The third and last model is a combination of the

two aforementioned models. It attaches the embedding vector to the word input

vector in order to pass this information to the attention model and capture the

dependencies between the words and the aspects.

Hierarchical attention network

Hierarchical Attention Network (HEAT) [9] is an attention model with two-layer

attention mechanisms, one for the aspect categories and one for the polarity of

these aspects. The first layer gives emphasis on the aspect information. The

second layer tries to identify the features that give the sentiment information of

the text in order to determine the polarity.
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Capsule network

Capsule networks as they are presented in [17] are a type of artificial neural net-

works which use capsules to store the important information of the data. Usually,

they are used for image recognition, however the implementation in [21] showed

very good results in the sentiment analysis problem. The results of this model is

good and capsule networks seem to be promising for text data.

The results of these models are presented in the following table. Their confusion

matrices will be placed in Appendix B in case the reader wants to see in detail

how these models perform in each category. In the following section we are going

to discuss them in comparison with the results of our models.

Table 7.52: Comparison models Performance

Models Restaurants Accuracy Laptops Accuracy

AE-LSTM 0.74 0.75

AT-LSTM 0.81 0.72

AT-AE-LSTM 0.78 0.77

HEAT 0.82 0.75

Capsule network 0.81 0.75

7.5 Sentiment extraction result summary

In this section we are going to gather and discuss the results from our models. In

table 7.53 we have gathered the results of all the aforementioned models, before

data augmentation. The machine learning models that we used for performing

the sentiment analysis give pretty good results, taking into account how simple

and easy to implement they are. Naive Bayes model gave the best results among

the models for both the Restaurant and Laptop domain by being able to achieve

80 percent and 72 percent accuracy respectively. The deep learning LSTM model

achieved 82 percent accuracy for the Restaurant domain. It is easy to notice that
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taking into consideration the complexity of the model and the difference between

the simple word representation used by the machine learning models and the word

embedding that include semantic relationships between words the increase is not

so significant. RoBERTa with two dense layers performed almost the same for the

Restaurant domain as the LSTM model. On the contrary, on the Laptop domain

RoBERTa provided to the model 8 percent more accurate results. Finally, we

achieved the best results when using RoBERTa as an input to the LSTM model

as illustrated in Figure 7.44. The model achieved 87 percent accuracy on the

Restaurant domain and 85 percent on the Laptop domain.

Figure 7.44: Best model for sentiment analysis

In the following table we can see the aforementioned results concentrated.

Table 7.53: Sentiment results without data augmentation

Models
Restaurant

Accuracy

Laptops

Accuracy

Naive Bayes 0.80 0.72

Random Forest 0.77 0.68

SVM with Tf-Idf 0.76 0.69

SVM with GloVe 0.81 0.70

MLP 0.74 0.63

LSTM with GloVe 0.82 0.70
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LSTM with GloVe and

Domain Embedding
0.82 0.72

RoBERTa 0.83 0.80

LSTM with

RoBERTa
0.87 0.85

LSTM with GloVe

and RoBERTa
0.87 0.84

LSTM with GloVe

and RoBERTa and

Domain Embedding

0.87 0.85

The main problem during performing sentiment analysis was that the dataset is

imbalanced and the sentiment category positive has many more examples than the

other two. Most of the times, the models predicted wrong the category negative

and neutral whereas the category positive had the best predicting ratio. Addi-

tionally, the models were unable to identify the category neutral in almost all the

sentences that belong to that polarity class. This result was expected because in

both the datasets the majority of the sentences belong in the category positive,

fewer in the class negative and those which are neutral are the fewest, their number

being negligible compared to the other two categories.

Furthermore, we are going to analyze how long the models need to be trained and

give the output, in the same setup as mentioned in section 7.2. The fastest models

to train were naive Bayes, random forest, SVM and MLP which took approxi-

mately 1 to 3 minutes before data augmentation. The deep learning model LSTM

was slower to train and took more time. Its training time is almost the same with

the one we mentioned in the aspect categorization results, i.e. 35 minutes. Even

though we did not train the full RoBERTa model, even using it as an input with

the dense layers on top took approximately 4 hours on a CPU. Last but not least,

when using the pre-trained model RoBERTa as an input to the LSTM the model
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took the same amount of time when training RoBERTa with the dense layers sep-

arately plus the time for the LSTM. The training time after data augmentation

increased proportionally to the size of the datasets for both the machine and deep

learning models.

Last but not least, we tested our models before and after data augmentation.

We can see these results in the table 7.54. Again, like in aspect extraction task

the results were approximately the same as before augmentation. Although the

results did not change much, the models achieved the minimum validation loss

during training much faster than before data augmentation. However, we should

mention that the data augmentation slightly increased the accuracy in the Laptop

domain.

Table 7.54: Sentiment Results after data augmentation

Models
Restaurant

Accuracy

Laptops

Accuracy

Naive Bayes 0.80 0.69

Random Forest 0.74 0.69

SVM with Tf-Idf 0.75 0.65

SVM with GloVe 0.80 0.71

MLP 0.73 0.64

LSTM with GloVe 0.80 0.70

LSTM with GloVe and

Domain Embedding
0.82 0.71

RoBERTa 0.83 0.82

LSTM with

RoBERTa
0.88 0.84

LSTM with GloVe

and RoBERTa
0.87 0.81
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Table 7.54: Sentiment Results after data augmentation

Models
Restaurant

Accuracy

Laptops

Accuracy

LSTM with GloVe

and RoBERTa and

Domain Embedding

0.87 0.83

In the previous section 7.4 we introduced a few models that we found online and

reproduced in order to gain information about the performance of our models. All

of them are using deep learning approaches and specifically, four of them are using

attention mechanisms and one of them a capsule network. In the table 7.52 we can

see the accuracy these models achieved. They were able to perform as well as the

machine learning approaches that we used, and sometimes even better. However,

the deep learning approaches we implemented were able to outperform their results

in both domains. It is important to mention again that in order to be fair we used

the exact same train, test and validation set on both the comparison and our

models. Furthermore, we would like to mention that the external models as well

as our models were not able to correctly predict the sentiment class neutral. Also,

they had the best predictive power on the class positive. These results reinforce

our assumption that this happened because of the nature of the datasets we used.

Having seen and discussed the results of sentiment analysis of our models and

the comparison models and identified the best models and the advantages and

disadvantages of each algorithm, now we are going to analyze another important

element that we examined during our research. Using the accuracy as evaluation

measure gives information about the performance of the models. In addition to

that, we are going to examine the effectiveness of the algorithms on a specific

category of sentences that we can characterize as “difficult”. They are those which

contain more than one aspect category and the sentiment of the predicted aspect

is not the same. We can see an example of such sentences in the table 7.55.
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Table 7.55: Example of “difficult sentences”

Sentence Aspect Polarity

I liked the atmosphere very much but

the Food does not worth a price

Ambience

Food

positive

negative

It’s a great Laptop, but right now it’s

annoying to use the touch pad

Laptop

Hardware

positive

negative

When only one polarity category is included, it is easier for the models to predict

it. But how do the models perform when the mentioned sentiment are conflicting?

We noticed that the models were not able to perform very well on these sentences.

Specifically, in the following table we can see how the best model performed in this

category of sentences. We can see that only 60 percent of these sentences were

correctly predicted in the Restaurant domain whereas in the Laptop domain the

model was able to achieve only 44 percent accuracy.

Table 7.56: Performance of the best model and comparison models in the difficult

sentences
Accuracy rest Accuracy lap

RoBERTa with LSTM 0.60 0.44

AE-LSTM 0.63 0.61

AT-LSTM 0.61 0.53

ATAE-LSTM 0.61 0.53

HEAT 0.51 0.61

Capsule network 0.60 0.53

We can see that the performance of the comparison models is approximately the

same and some times slightly better in the Restaurant domain. However, in the

Laptop domain the external models were able to perform much better. Most

of the models are able to outperform ours in the category “difficult sentences”

because they use more sophisticated ways to take into account the predicted aspect

categories. However, all the models, ours and the comparison, were not able to
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perform very well in that category of sentences. That might have been because in

the training set the number of these sentences is not high, thus the models might

have not been able to learn how to correctly classify them.
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8. Business perspective

Nowadays, more and more people write their opinions about products and Services

online. Companies are able to use these reviews to gain insights about customers’

opinions. Businesses might spend a lot of time and human resources to manually

extract these information. The goal of this research is to conduct aspect based

sentiment analysis using machine and deep learning algorithms. In that way we

can automate this procedure and help save time and money.

We can see in our datasets that the majority of the sentences contain one aspect.

This is the case in real word as well. Extracting the aspect and the sentiment

from sentences which contain only one statement would have been easier for our

models. We could have used approximately the 80 percent of the sentences we

have in our datasets and we would be able to provide more accurate results. The

correctly predicted aspect categories are those mentioned in the section 7 by us-

ing the aforementioned models. However, apart from the one hundred percent

correctly predicted aspects, we noticed that there was a significant, consistently

steady number of sentences for which the models were able to successfully pre-

dict one less category than the true ones, without giving wrongly predicted labels.

That means that, when for example a sentence contained two aspect categories

the models was able to correctly predict one of them without predicting other

categories in the same sentences. Those sentences could also be included in the

useful output of the models and give insights about the content of a review without

giving false information to those who would be responsible for interpreting them.
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Table 8.1: Number of Predicted categories

100% Correct One less Rest

LSTM 415 67 105

RoBERTa + LSTM 447 50 90

In the test set of the Restaurant domain there are 587 sentences. 484 of them are

talking about one aspect, 86 for two and the rest of them, 3 or more. We have not

calculated this extra category on one less accurate label in our results and only

took into account the 100 percent predicted labels, but a Company could gain

information from this extra category. In table 8.1 we can see some examples.

Moreover, another important conclusion to a business is the one we discussed in

section 7.2. The best model for the aspect extraction was able to maintain the

same distribution of the predicted topics as the one in the test set in both domains

as shown in Figures 7.17 and 7.16. Even though the model was not able to perfectly

predict the classes the Company is still able to gain information about the topics

that the reviewers are talking about.

Furthermore, we mentioned that data augmentation was not able to help our

models get better results. Yet, the models were able to reach the lowest validation

loss much faster and as a result it would save time and money while training the

models. That could save time to a Company in delivering the results.

An additional feature the machine learning models have and could be useful to a

Company is their explainability. It is easier to understand how machine learning

models work and how they produce their results. Additionally, there are some

Python packages that are used to explain various models such the one we used for

SVM and is presented in Figures 7.13, 7.14, 7.24 and 7.25. On the contrary deep

learning models are not easily explainable and it is more complex to justify how

they work.
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9. Conclusion

Nowadays, online reviews have dramatically increased all over the internet. People

write reviews about hotels, Services, Restaurants and all kind of products online

aiming to inform other people. However, these reviews can be used in favor of

companies which want to gain insights about customers opinion about them and

correct their flaws.

During this research we are trying to extract important information using review

datasets in the domain of Restaurants and Laptops. Sentiment analysis is not

enough if we do not know the topics in which the reviews are referring to. That

is the reason why we want to extract both the topic and the sentiment of each

sentence in the dataset.

In order to achieve that we divided the problem of aspect based sentiment analysis

into two tasks. The first one is aspect categorization and the second sentiment

analysis based on the predicted aspects. For aspect categorization we tried prob-

abilistic models for text classification but they did not give the results that we

expected because of the nature of or dataset. Reviews are short and thus they

do not contain many words. As a result the data that we feed to the models are

sparse. The best results for this task were given by combining an LSTM neural

network which is generally used for sequential data like text and the transformer

model, RoBERTa, which is a language representation model, pre-trained on a very

big corpus.

Sentiment analysis was the second sub-task in which machine learning models

gave good results when accounting for their simplicity and easy implementation.
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Nevertheless, the state of the art pre-trained model RoBERTa given as input to

an LSTM neural network again was able to result in the highest accuracy. The

main problem during polarity extraction was that the datasets that we used were

imbalanced. Finally, for both tasks the size of the datasets played an important

role to the results.

We showed that aspect based sentiment analysis, is a challenging task that can

be approached with various machine learning, deep learning models and language

models. Machine learning models are easier to implement and faster to train and

their results are as not as bad as we expected but the deep learning and pre-trained

models are able to achieve the highest accuracy.

Limitations during the research

The main limitations that we came across during out research were the imbal-

anced dataset. The aspect categories did not have the same size. Moreover, one

of the included categories is very broad and general and thus the models misclas-

sified sentences to this category. We faced the same problem during performing

sentiment analysis. The majority of the sentences belonged to the category posi-

tive, fewer in the category negative and the class neutral had very few examples

compared to the two other classes. That is the reason why all the models were

unable to properly classify the sentences to this category. Additionally, the size

of the datasets is not big enough to help the model to learn better. Despite the

drawbacks of the datasets, it is one of the best labeled datasets that someone could

use to perform aspect based sentiment analysis.

Future work

Online reviews contain opinions about products and Services. When people write

online in order to express themselves it is very likely that they use emojis. Even

though in our datasets we did not came across any, searching this aspect of the

topic might be interesting. We could include the emojis as a combination of the
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symbols that are used to create them, or even replace each emoji with its meaning.

Even though we did not examine that topic during our research it might have been

an interesting idea to explore during aspect based sentiment analysis.

The size of our datasets was not that large. That is the reason why we con-

ducted data augmentation. However, we only used one method to perform it.

This method was able to reduce the training time but not give better results. We

could investigate other ways of data augmentation that would be able to achieve

both better results and less training time. Moreover, data augmentation could be

used in order to balance the categories in our dataset and examine how the models

perform when that imbalance is removed.

Finally, in future research, more complex ways to insert the predicted labels as

input to the sentiment classification models, for example with a capsule network,

could be investigated in order to boost the algorithms and help them gain more

information about it.
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A. Confusion Matrices for augmented

data

In this section of appendix we are going to include the resulting confusion matrices

from sentiment analysis sub-task for augmented data.

Figure A.1: Restaurant domain

naive Bayes

Figure A.2: Laptop domain

naive Bayes
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Figure A.3: Restaurant domain

random forest

Figure A.4: Laptop domain ran-

dom forest

Figure A.5: Confusion matrix for

Restaurants with SVM

Figure A.6: Confusion matrix for

Laptops with SVM
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Figure A.7: Confusion matrix for

Restaurants with MLP

Figure A.8: Confusion matrix for

Laptops with MLP

Figure A.9: Confusion matrix for

Restaurants LSTM with GloVe

Figure A.10: Confusion matrix

for Laptops LSTM with GloVe
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Figure A.11: Confusion matrix

for Restaurant with LSTM, GloVe

and domain embedding

Figure A.12: Confusion matrix for

Laptops with LSTM, GloVe and

Domain embedding

Figure A.13: LSTM with Tf-Idf

for Restaurant domain

Figure A.14: LSTM with Tf-Idf

for Laptop domain
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Figure A.15: Confusion matrix

for Restaurants with RoBERTa

Figure A.16: Confusion matrix

for Laptops for augmented data

Figure A.17: Confusion matrix

for Restaurants with RoBERTa

and LSTM

Figure A.18: Confusion matrix

for Laptops with RoBERTa and

LSTM
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Figure A.19: Confusion matrix for

Restaurants with RoBERTa and

LSTM and GloVe

Figure A.20: Confusion matrix

for Laptops with RoBERTa and

LSTM and GloVe

Figure A.21: Confusion matrix

for Restaurants with LSTM and

RoBERTa, GloVe and domain em-

beddings

Figure A.22: Confusion matrix

for Laptops with LSTM and

RoBERTa, GloVe and domain em-

beddings
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B. Comparison Models Confusion

Matrices

Figure B.1: Restaurant Domain

AE-LSTM

Figure B.2: Laptop Domain AE-

LSTM
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Figure B.3: Restaurant Domain

AT-LSTM

Figure B.4: Laptop Domain AT-

LSTM

Figure B.5: Restaurant Domain

ATAE-LSTM

Figure B.6: Laptop Domain

ATAE-LSTM
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Figure B.7: Restaurant Domain

HEAT

Figure B.8: Laptop Domain

HEAT

Figure B.9: Restaurant Domain

Capsule Network

Figure B.10: Laptop Domain

Capsule Network
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