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Abstract

This thesis will help companies, and specifically Sandvik, with solving the issues
on the aftermarket with the help of machine learning algorithms. Conducting busi-
ness on the aftermarket namely poses new challenges for companies. The demand
of products and work is more ad-hoc, while low waiting times are desired. There-
fore, a trade-off should be found between the waiting time for customers and the
associated costs for the company, as lower waiting times almost always lead to more
costs. Both understanding your aftermarket business and composing efficient busi-
ness strategies for these services are crucial when providing aftermarket services.

The main focus of this research is on the problem of forecasting the sales and
associated invoice value of spare parts on the aftermarket. Furthermore, it focuses
on the identification of important factors that influence the aftermarket sales. This
thesis therefore helps Sandvik with gaining more business insight, which on its turn
can improve the performance on the aftermarket. A good aftermarket performance
leads to higher customer satisfaction and better customer relationships, which are
essential for conducting business on the aftermarket.

Furthermore, this thesis provides an overview of multiple machine learning mod-
els that may be applied to the problem of revenue and sales forecasting. Their
strengths and weaknesses are discussed as well as different application areas.

Also, multiple machine learning models have been deployed for this research.
These models include machine learning models for regression and clustering prob-
lems, as well as appropriate models for time series analysis. Moreover, a combina-
tion of those models has been proposed in order to boost the overall model perfor-
mance.

Keywords: XGBoost, Improved K-Prototypes, Random Forest, LSTM, Sales fore-
casting, Customer Segmentation, Feature Importance, Aftermarket
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Chapter 1

Introduction

In the mining and rock drill business, parts of all manufacturers are compatible with
machines of all manufacturers. This means that a customer could buy their ma-
chine from one manufacturer and their replacement parts from another without any
problem. Selling a machine to a customer does thus not necessarily mean that the
customer will return for the aftermarket services and sales, like repairs of their ma-
chines or the sales of spare parts. Customers tend to go to the company that provides
the best services for the best prices (Cohen et al., 2006). However, having a high cus-
tomer satisfaction and strong customer relationship on the aftermarket, can help to
assure that customers will return (Williams & Naumann, 2011). Having a high cus-
tomer satisfaction and a strong relationship thus are key factors in the mining and
rock drill aftermarket business; without those, a company would quickly go out of
business.

Research shows that a strong relationship between a company and its customers
can be achieved by a company providing good services at the aftermarket. However,
providing good services at this market is not straightforward and can easily be in-
efficiently implemented (Cohen et al., 2006; Shokouhyar et al., 2020). Therefore, this
thesis will try to help Sandvik, one of the companies active in the mining and rock
drill business, with improving their aftermarket services. This will be done by fore-
casting their monthly revenue and sales and identifying the factors that influence
these forecasts with the help of machine learning algorithms. The domain of ma-
chine learning is fast changing and relatively little recent research is available about
implementing these techniques to solve the issues of the aftermarket. Therefore,
this thesis also tries to investigate whether machine learning techniques may help
to solve these aftermarket issues. The research question of this thesis will therefore
be "Which model performs the best for the prediction of the monthly potential
revenue and sales per customer on the aftermarket and what are the factors that
influence these potentials the most?". Not only may this increase the performance
of Sandvik’s of aftermarket services, but it may also give them an insight in their
business.

Several algorithms will be reviewed in this thesis, all of which have been pro-
posed in related literature as suitable for the problem on hand. Furthermore, al-
gorithms that can be applied for time series analysis will be discussed as multiple
researches have proposed that sales and revenue data can be seen and handled as
time series. Doing so may improve the predictive power of the applied models
(Venishetty, 2019). Customer segmentation models have also been applied, to iden-
tify similar customers in Sandvik’s customer pool. Clustering the customers before
sales prediction may boost the predictive power of the model according to literature
(Chen & Lu, 2017). Furthermore, the identified clusters of customers also increase
the business insight of Sandvik and these clusters can be used for other business
purposes as well (Caruso et al., 2019; Hjort et al., 2013).
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Not only will this thesis present potential business value for Sandvik, it will also
provide an overview of various algorithms and their performance discussed in re-
cent literature. Therefore, this thesis may also be seen as an overview and review of
machine learning methods and their different applications. The methods discussed
include forecasting, time series and clustering methods as well as feature selection
methods. Furthermore, this thesis will contribute to the literature on solving the af-
termarket issues with these machine learning techniques.

In the following chapter, a brief background on Avanade, Sandvik and the af-
termarket will be given. Afterwards, an overview of several algorithms and eval-
uation metrics will be discussed as background for the literature in Chapter 4 and
implemented models in Chapter 6 . Then, in Chapter 3 the problem discussed in
this thesis will be presented and the structure for the remainder of this thesis will
be given. Related literature will be discussed in Chapter 4 and afterward the Data
and Methodology will be presented in Chapters 5 and 6 respectively. Results will be
shown in 8 and this thesis will finish with a conclusion (Chapter 9) and discussion
including recommendations for further research in Chapter 10.
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Chapter 2

Background

This chapter provides a brief background about Avanade and Sandvik. Thereafter
an introduction of the aftermarket will be given in Section 2.3. To conclude, this
chapter will discuss some (machine learning) algorithms and evaluation metrics in
Section 2.4 and 2.5. This introduction into the algorithms will be given in order to
concisely discuss the literature in Chapter 4.

2.1 About Avanade

Avanade is an international services company, founded in 2000 based on a joint ven-
ture between Microsoft and Accenture. They help their customers with (digital)
innovation and business solutions and try to prepare them for the fast-changing
digitizing landscape of the world. They offer various services in multiple areas such
as, security, data analytics, user experience and ERP systems. Avanade’s goal is to
use the Microsoft-ecosystem and the power of their people to build strong long-term
relationships with their customers and deliver innovative solutions. Their customer
base ranges from middle large to large companies and governments, working in the
areas including but not limited to, banking, health care and retail. Today, Avanade
is located in 24 countries and has around 30,000 employees (Avanade, n.d.).

2.2 About Sandvik

One of Avanade’s clients is the Sandvik Group. The Sandvik group is a Swedish
engineering company, founded in 1862. On this day, Sandvik has approximately
40,000 employees and sales in 160 countries.

Sandvik has three core businesses, namely: Sandvik Machining Solutions, Sand-
vik Materials Technology and Sandvik Mining and Rock Technology (Sandvik, n.d.-
a).

1. Sandvik Machining Solutions
Also called Sandvik Coromant. This part of Sandvik is dedicated to manufac-
turing metal-cutting tools and tooling systems and provides services in these
areas. These services include tool recycling, logistic solutions and software for
tool data management (Sandvik, n.d.-b).

2. Sandvik Materials Technology
Offers a broad range of corrosion-resistant alloys. This branch of the Sandvik
group also includes furnace products, which are products for thermal process-
ing equipment and heating systems (Sandvik, n.d.-d).
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3. Sandvik Mining and Rock Technology
Sandvik Mining and Rock Technology focuses on manufacturing and selling
heavy machinery and mining equipment. Further, they offer a wide range of
services for maintenance and monitoring tools for all machines. This thesis
will focus on this branch of the Sandvik group (Sandvik, n.d.-c).

2.3 The Aftermarket

The aftermarket is a special market for offering spare parts for already manufactured
machines (University, 2020), but also to provide services like repairs, maintenance
and installing upgrades. (Cohen et al., 2006) The importance of the aftermarket is
growing since the competition in most business areas has increased. Which, in its
turn, resulted in a decrease in demand and profit on the regular market. Providing
good after-sales services and goods on the aftermarket can generate a steady stream
of revenue since it leads to a higher customer satisfaction. Those satisfied customers
are more loyal to the company and are more likely to repurchase at this company
(Aksoy et al., 2008; Fornell et al., 2006; Gruca & Rego, 2005; Williams & Naumann,
2011). Further, offering after-sales services gives the company a special insight in
the customer’s business, leading to a better understanding of the customer’s needs
and therefore a competitive advantage to other aftermarket suppliers (Cohen et al.,
2006).

Although all of the above sounds promising, implementing after-sales services
in a efficient and cost-effective way is difficult. Suboptimally implementing those
services leads to more costs with minor revenue increases, which resulted in a large
group of companies that do not see the relevance of providing after-sales services.

Most after-sales services are sporadically and unexpectedly requested since ma-
chine failures and breakdowns are unpredictable. Therefore, it is not known in ad-
vance when a mechanic should be at a certain customer and which parts should be in
stock at the different warehouses. The scheduling of the workforce and stock man-
agement in this market thus require a different strategy than that of the original parts
and work scheduling of the company. This may result in different strategies, for ex-
ample: a company produces and stores the aftermarket parts in advance, instead of
on demand and last minute which is common practice for parts for the regular mar-
ket. This strategy will add extra holding costs, but results in lower waiting time for
the customer when a machine of a customer breaks down.

Furthermore, the scheduling of workforce should allow for ad-hoc repair jobs.
The extra time for ad-hoc job may result in more over time if a lot of job requests are
made, or in more idle time in case of a few repair requests are made.

Lastly, extra costs are associated with providing services for many parts on the
aftermarket. Companies that still provide services for products produced in the past
require extra knowledge and more materials that should be kept by the company,
leading to higher costs.

There are different theories on how to provide good after-sales services (Du-
rugbo, 2020). In Cohen et al. (2006) an overall strategy and widely used theory is
presented. Cohen et al. (2006) argue that operating on the aftermarket in an efficient
way requires the following six-step approach:

1. "Identify which products to cover": a company can offer after-sales services
for different groups of products. For example, a firm can provide services only
for products that they are currently manufacturing, or only a subset of those
products. However, they may also choose to additionally provide after-sales
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services for products they have manufactured in the past, or products manu-
factured by their competitors. The best set of products may be identified by
looking at those products that distinguish you from the competition, but also
those which generate the most profit. Considerations should also include the
company’s values and which cover policy fits those the best, e.g. a company
that produces products that are eco-friendly may choose to not provide ser-
vices for products from competitors that are not eco-friendly.

2. "Create a portfolio of service products": companies need to take into account
their own interests, as well as those of their customers. Customers are only
willing to pay a certain amount for a certain service performance, while the
company has to invest to meet this level of performance. The investment
should be lower than the average amount that customers are willing to pay
to make providing these services profitable. The willingness to pay and needs
may differ for all clients, however a small set of service contracts should be
made.

3. "Select business models to support service products": the service products of-
fered by the company may require different business models. A performance-
based model (pay for level of service) and an ad-hoc model (pay per use) are
examples of such business models. There also exist business models that dif-
fer in product ownership, e.g. models in which a customer leases the product
(company owns the product) or a customer buys the product (customer owns
the product). The right model can be chosen based on for example the lifetime
of the product or in order to avoid conflicts of interest. A conflict of interest
can occur when a company is both the service provider and manufacturer and
the business model is pay per use.

4. "Modify after-sales organizational structures": it is important to determine
which department is in charge of which step in the after-sales service (holding
stock, selling products, etc.), but also to determine how the different depart-
ments can work together optimally. It may be the case that outsourcing some
work is the best option in order to reduce costs.

5. "Design and manage an after-sales service supply chain": different services
and parts are delivered in the after-market, preferably at the lowest cost and
with highest service performance. Distributing the resources over the available
places (e.g. warehouses, customer’s sites and factories) may therefore be a
challenging tasks and should get the proper attention. Further, it should be
decided whether products are stored as a whole or as separate parts.

6. "Monitor performance continuously": evaluate the performance of the com-
pany’s after-sales services by monitoring the delivered services, the correspond-
ing costs as well as technologies and rivals.

2.4 Machine Learning Algorithms

In this thesis the performance of multiple (machine learning) algorithms and their
applications will be discussed in Chapter 4. In order to concisely discuss the liter-
ature, an overview of some algorithms will first be presented in this section. Note
that not all the discussed methods will be implemented for the problem on hand in
this thesis. The models that will be used and their implementation will be presented
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in more depth in Chapter 6.

Machine Learning algorithms can be applied to several different tasks in a variety
of application areas. One can roughly divide the different tasks into the following
categories (Killada, 2017):

• Classification Problems. Given an observation, the task is to predict to which
class this observation belongs, i.e. the output is a categorical label. Examples
are: predicting whether a customer is likely to repay their loan, spam detection
and categorize images.

• Regression Problems. The task of regression is to map a given input into a
continuous output variable, i.e the output is of a quantitative nature. Examples
are: sales prediction, prediction of size and height and asset evaluation.

• Clustering Problems. Given a set of observations, similar groups of observa-
tions should be found, i.e. a categorical output is expected of the cluster label.
Examples are: targeted marketing (similar customers will see similar adver-
tisements), document analysis (cluster documents based on similar subjects)
and identifying fraudulent transactions (clustering transactions based on sim-
ilarities)

Note that clustering and classification problems seem to have similar objectives.
However, clustering problems are so called unsupervised learning problem in con-
trast to classification problems, which are supervised learning problems. This means
that the difference lies in the fact that in classification problems the true label or cat-
egory is known and contained in the dataset. In case of clustering, these true labels
or categories are not known.

In this section regression models as well as clustering models will be discussed,
as these models fit the objectives of this thesis (more detailed explanation of the
objectives may be found in the next chapter Problem Statement). As discussed be-
fore, regression and clustering problems may be categorized as a different categories
of machine learning problems. Hence, these problems require different methods.
Moreover, as time series data and appropriate models to analyse this kind of data
will be discussed, the regression models will also be split in two section. Time series
data is defined as: data that is an ordered sequence of observations with equally
spaced time intervals. Some models inherently handle these time dependencies
within the data, i.e. they are designed to handle sequential data (Brockwell et al.,
2016; de Gunst, 2013; Hochreiter & Schmidhuber, 1997). These models will be dis-
cussed in Section 2.4.2. But first, in Section 2.4.1, some models will be presented
that are suitable for regression problems that do not assume sequential data, i.e. the
time independent models. These models however may also be made appropriate to
analyse time dependent data via feature engineering. By adding features describing
changes over time or adding so called lag variables, the time independent models
may learn time dependencies within the historical data. The discussed regression
models will be summarized in Section 2.4.3, providing an overview of the main ad-
vantages and disadvantages of the regression models.

To finish the overview of algorithms, several clustering methods will be pre-
sented in Section 2.4.4.
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In the following sections, xi = {xi,1, xi,2, ..., xi,m} represents an input variable of
the models with m features and X = {x1, · · · xn}, the n × m matrix of all n obser-
vations. Further, yi denotes the ith target variable (with y = {y1, · · · yn}) and ŷi the
prediction of the model for the ith variable.

2.4.1 Time Independent Models

As discussed, in machine learning, some models are designed especially to handle
sequential data, i.e. data that is an ordered sequence of observations with equally
spaced time intervals. The models discussed in this section do not inherently handle
time dependencies, hence they are time independent models.

First, a time independent model discussed in relevant literature for asset evalua-
tion will be presented, namely the Principal Components Regression (PCR) method.
This methods summarize the data into a few linear combinations, reducing noise
and dimension.

Then, Neural Network (NN) will be discussed, as NN are widely used for many
different regression problems. To end this section, two types of tree based models
will be discussed, namely: Boosting Trees and Random Forests.

Principal Components Regression (PCR)
Principal Components Regression discards specific features based on the Singular
Value Decomposition (SVD) of the input data X. The SVD is the dot product of three
matrices, namely UDVT. Here D is a rectangular diagonal matrix with on the di-
agonal the so called singular values (the square root of the eigenvalues) of X, U the
orthogonal unit vectors, i.e. the left singular values of X, and V the eigenvectors of
the covariance matrix XTX of the input data.

Now, the matrices are arranged in such a way that the diagonal values of D are
ordered in descending order. Therefore, selecting the first A columns of V results in
the highest eigenvectors of XTX and these columns are argued to explain the data
the most. Thus, these values will be used by the PCR algorithm (Artigue & Smith,
2019; Bagheri, 2020).

The main drawback of PCR compared to PLS is the fact that PCR does not take
into account the goal of the model (i.e. predicting the response variable), and the
dimension reduction is done independently of the problem. However, one could
incorporate their expected ability to predict the response variable into the selection
of variables (Artigue & Smith, 2019; Reiss & Ogden, 2007).

The dimension reduction power of this model have been applied to the problem
of reducing the dimensionality of data. This power is for example often applied to
the unsupervised learning problem clustering via the Principal Component Analy-
sis (PCA) method. However, one should keep in mind that the original features are
transformed and cannot be straighforwardly use in identifying the most important
features (Hancer et al., 2020).

Neural Network (NN)
The previous algorithms could only model linear dependencies in the data. How-
ever, assuming only linear dependencies limits the performance of the model as
most real-world problems have some degree of non-linearity. An example of a model
that can handle non-linearity within the data is a Neural Network (NN). Neural
Networks have been the subject of many researches the last few decades and are
currently implemented for a broad range of tasks (Schmidhuber, 2015). The ap-
plication to different problems has lead to a variety of different Neural Networks.
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FIGURE 2.1: A shallow Neural Network with one hidden layer. The
light red circles represent the input layer, i.e. the input of the model.
The red circles represent the output layer, i.e. the response variable.
All the arrows have a corresponding weight. In the NN with one
hidden layer, the function f transforms the data before passing it onto

the network. (Gu et al., 2019)

Examples are: Recurrent Neural Network (RNN), Convolutional Neural Networks
(CNN) and feedforward (Deep) Neural Networks, which differ in the way the mod-
els learn and therefore differ in the type of problems they are best suited to. Note
that Deep Neural Networks and Neural Networks can be categorized as one type
as they are in principle the same but differ in the number of layers (Schmidhuber,
2015). These feedforward (Deep) Neural Networks are mostly considered for re-
gression problems and will be explained in what follows. In the discussion of the
literature, these models will be referred to as Neural Network (NN). In Section 2.4.2
Recurrent Neural Network (RNN) will be presented since those inherently use time
dependencies and will be discussed in both Time Series Analysis (4.2) and Lifetime
Estimation (4.5.1).

(Deep) Neural Networks
In figure 2.1 a representation of a shallow feedforward NN is shown. A feedforward
NN consist of an input layer, one or more hidden layers and an output layer. The
input layer takes the data as input and has one node for each dimension (i.e. number
of features) of the data. The input nodes are linearly transformed by some weights
and forwarded into the next layer. In figure 2.1 these weights are represented by θ, a
m + 1 parameter vector where m is the number of input features and the additional
parameter is the bias. θ(0) represents the weights into the first hidden layer and θ(1)

the weights into the output layer. In the example, the NN is so called fully connected.
This means that all input variables are connected to all nodes in the hidden layers.

For the NN with one hidden layer, the linearly transformed input data is fed into
an activation function f . Common activation functions include the sigmoid function,
the rectified linear unit (ReLU) function and the hyberbolic tangent (tanH) function.
Selecting the right activation function should be a part of the model optimization
and an overview of the different activation functions and their (dis)advantages is
given in Appendix C. Note, that multiple different activation functions may be used
in a NN with multiple hidden layers.

As said before, there are multiple different types of Neural Networks and they
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differ in the way they learn. A feedforward NN learns via back-propagation. The
weights are initially assigned randomly and then iteratively adjusted via back-propagation
to minimize the cost function and improve the model performance. Back-propagation
is the process of calculating the gradient (i.e. multivariable derivative) of the cost
function (which has as input all the weights and biases) and adjusting the weights
accordingly to minimize the cost function at every iteration. By repeating this pro-
cess multiple times, values of the weights yielding the minimum cost function can
be found. But, as with many optimization problems, this minimum is not necessar-
ily the global minimum, it can also be a local minimum. Moreover, the result of the
Neural Network may be influenced by the initialization of the weights, converging
to different local minimums.

(Dis)advantages
NNs have the advantage that they are flexible in number of layers, nodes per layer
and the activation function, which can all be determined and changed by the pro-
grammer. However, this flexibility also makes them highly parameterized and there-
fore time consuming to optimize. Even more, it causes the model to be prone to over-
fit. Regularization methods and parameter tuning should thus be carefully done.
Further, NN are considered as least transparent machine learning methods. Leading
them to be called a ’black-box’, as very few people truly understand what goes on
inside the method and how the results are achieved. This lack of understanding may
result in poor performance and difficulties with fixing bugs. Along with the problem
of the vanishing and exploding gradients, they can be tricky to use (Gu et al., 2019;
Krauss et al., 2017; Schmidhuber, 2015).

But, Neural Networks have outperformed other methods in many data science
competitions in the last decades, especially in the field of speech and language recog-
nition. Examples of competitions are Kaggle competitions 1 or conference competi-
tions like the ones of TRECVID 2 in which many data scientists compete (Schmid-
huber, 2015). Therefore, it may concluded that when NNs are tuned well, they have
high explanatory power.

Tree-Based Models
Tree-based models use a whole different approach than the methods discussed above.
These algorithms recursively split the data into groups that have similar character-
istics. Each of those groups is represented by a node and if possible, every node is
again split up. The tree is build until a certain threshold (size of the group, number
of nodes, etc.) is reached. These trees can be applied to either classification and re-
gression problems. In classification problems the dominating class in the end node
will be the forecast output, whereas in regression problems the average outcome of
the observations in the node will be the forecast outcome. An example of a shallow
classification tree is given in Figure 2.2.

These trees are also called Classification And Regression Trees (CARTs). They
associates a real score with each of the leaves. This score gives a richer interpretation
of not only the classification output, but an overall fitness of the model.

The drawback of regular regression trees is that they are very likely to overfit the
data when they are not regularized, leading to for example, mutliple leaf nodes with
only one observation (Gu et al., 2019). Therefore, methods have been developed to

1https://www.kaggle.com/competitions
2https://trecvid.nist.gov/
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FIGURE 2.2: Example of a shallow classification tree. The numbers
below the leaves are the scores associated with each leaf.

improve their generalization. Examples of such methods are boosting trees and ran-
dom forests. Both methods combine multiple so called shallow trees, i.e. trees with
only a few nodes. These trees on their own have weak prediction power, but through
combining the results of multiple trees, the predictive power increases significantly.
Boosting and random forest methods differ in the way they combine these shallow
trees, but they can be applied to similar problems. The real score given to each leaf
by the CART allows for optimization of the resulting overall model. Both models
can be written in the form:

ŷ =
K

∑
k=1

fk(xi) fk ∈ F (2.1)

With K the number of trees and f a function in the given functional space F
Now the objective function becomes:

L(θ) =
n

∑
i

l(yi, ŷi) +
K

∑
k=1

Ω( fk) (2.2)

Where Ω is the regularization term and l the loss function of the model (Chen &
Guestrin, 2016; xgboost developers, 2020).

Boosting Trees
The framework for boosting algorithms have been presented by Friedman (2001). If
a model based on this framework is applied to regression problems, the models are
often referred to as gradient boosting algorithms. Boosting trees boost the perfor-
mance of shallow trees by building a new tree on the residuals of the previous trees,
i.e. it learns from the errors made so far by the model (Natekin & Knoll, 2013). This
can be more formally written by:
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Let ŷ(t)i be the predicted value of the ith observation of tree t. Then,

ŷ(t)i =
t

∑
k=1

fk(xi) = ŷ(t−1)
i + ft(xi) (2.3)

Further it holds that:

L(t) =
n

∑
i=1

l(yi, ŷ(t−1)
i + ft(xi)) + Ω( ft) (2.4)

As one can see, the objective function of tree t now depends on the prediction made
in tree t− 1, which allows the model to learn from the residuals of the previous trees
(Chen & Guestrin, 2016).

Probably the most famous version of gradient boosting algorithms is Extreme
Gradient Boosting (XGBoost), which was developed during a research project at the
University of Washington (Yuan, 2019). The model was build upon the gradient
boosting framework presented by Friedman (2001) and XGBoost was first described
in Chen and He (2015). The XGBoost differentiates from other boosting trees algo-
rithms in two ways, namely: it uses a novel sparsity aware algorithm that handles
spare data more efficiently; further, it learns via a weighted quantile sketch algo-
rithm.

This leads to one of the main advantages of this model, namely its scalability
(Chen & Guestrin, 2016). However, as boosting trees are build upon the errors made
in earlier trees, the model is more likely to overfit than for example bagging algo-
rithms.

Random Forests
In contract to the boosting trees, random forests as introduced by Breiman (2001)
combine the predictive power of numerous of independent trees (making them mem-
ber of the group of bagging algorithms, i.e. bootstrap aggregating algorithms). For
each tree, only a subset of the training sample is considered and at every node only
a subset of the input variables is considered for the split. Further, each of these in-
dividual trees are shallow trees. Introducing the randomness through the subsets of
samples and features and the use of only shallow trees, the algorithm is less likely to
overfit than the original CARTs. However, by choosing N, i.e. the number of trees,
large enough, they will converge to a model with high predictive power. The output
of these trees are then combined by taking the average (or in case of classification,
the class that is predicted the most).

Drawbacks of random forests are, that they are, like Neural Networks, so called
black-boxes. Further, they are computationally and memory intensive and, in case
of regression, they do not predict beyond the ranges of the training data as the pre-
diction is the average of all the outcomes in the final node (and each individual tree
does not predict beyond those ranges).

However, they do naturally reduce the dimensionality of the data as only the
best splits are made. They can handle missing data without a priori data handling
and they are not affected by transformations of the predictors. Along with those
advantages, random forests can handle variable interaction and are able to handle
non linearity’s (Breiman, 2001; Gu et al., 2019).
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2.4.2 Time Dependent Models

The models discussed in this section do assume time dependency within the consid-
ered data. The architecture of these models is made in such a manner that they auto-
matically take previous time steps into account, i.e. sequenced data. They are very
suitable for time series analysis, but Recurrent Neural Networks (RNN) may be ap-
plied to many other time dependent problems, like language processing problems.
The Autoregressive Integrated Moving Average (ARIMA) model (and its variations)
and the RNN model are the most discussed time dependent models for sales fore-
casting. Therefore, these models will be reviewed in this section, for the literature
on time series analysis see Chapter 4.

Autoregressive Integrated Moving Average (ARIMA)
Autoregressive Integrated Moving Average (ARIMA) is a generalization of the Au-
toregressive Moving Average (ARMA) model. As the name suggests these models
contain an Autoregressive (RA) and a Moving Average (MA) part. First, these two
processes followed by the ARMA model will be explained. Afterwards, the ARIMA
model will be explained.

A Moving Average process is a process defined as follows:
Suppose that {Zt} is a white noise process with σ2 as the variance of Zt. Let q be a
positive number and let β0, β1, ..., βq be constants. Then, the process {Xt} defined by

Xt = β0Zt + β1Zt−1 + ... + βqZt−q (2.5)

is a Moving Average process of order q (MA(q)). A MA process thus predicts the
observation Xt based on weighted past errors Zt.

Second, an Autoregressive Process is defined in the following way:
Let {Zt} be a white noise process with σ2 as the variance of Zt. Let p be a positive
number and let α0, α1, ..., αq be constants. Then, if {Xt} is stationary it satisfies:

Xt = α1Xt−1 + · · ·+ αpXt−p + Zt (2.6)

and {Xt} is an Autoregressive process of order p (AR(p)). This process thus fully
depends on the weighted previous observations.

An ARMA models combines the equations 2.5 and 2.6 into

Xt = α1Xt−1 + · · ·+ αpXt−p + Zt + β1Zt−1 + ... + βqZt−q (2.7)

(de Gunst, 2013, p. 72-74)
Due to the definition of MA or AR processes, ARMA models can only handle

stationary time series. A stationary time series is defined as follows: "A time series
is (weakly) stationary if, for any value k, EXt and EXtEXt+K exist and do not depend
on t" (de Gunst, 2013, p. 58). Or less formally, a time series is stationary if trend and
seasonality are removed from the data and if the variance of the remaining residuals
is constant over time (Hoogendoorn & Funk, 2018). Stationary processes are more
easy to analyze, therefore it may be preferable to first extract a stationary time series
from a non-stationary one. To do this, one should define and extract the trend and
seasonality within the data.

However, removing the trend and season may not be straightforward and can
be tricky. Therefore, another model has been proposed in order to evaluate non-
stationary data (as most real-world datasets are non-stationary), the ARIMA model.
The variable Xt in the ARMA model will be replaced by the difference operator ∆dXt,
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where
∆Xt = Xt − Xt−1 (2.8)

and ∆dXt the dth order of ∆Xt. If {Xt} has a linear trend mt = a + bt, then {Yt} =
{∆Xt}will have no trend. Or in general, if {Xt} has a polynomial trend with degree
d (i.e. mt = a0 + a1t + · · ·+ adtd), then {Yt} = {∆dXt} has no trend. This d value
will also be a model parameter, resulting in three parameters to optimize: q from the
MA process, p from the AR process and d for the integrated part.

Finding the right model parameters for AR(I)MA models may be hard as explicit
efficient estimators cannot be found. Therefore, these parameters should be found
by numerical experiments and finding the right initial parameters is found difficult
(de Gunst, 2013, p.78). Moreover, AR(I)MA models can only handle linear depen-
dencies, which makes them less applicable to many problems.

However, they have been proven to have high explanatory power and they have
robust performance (Hewamalage et al., 2021). Therefore, they are still used in many
researches, which will be discussed in more depth in Chapter 4.

Recurrent Neural Network (RNN)
Another type of Neural Networks as discussed in Section 2.4.1 are Recurrent Neural
Network (RNN). These Neural Networks are designed in such a way that they may
contain information about previous input values. This ability makes them very suit-
able for time series analysis problems, but also for language processing problems
like speech recognition and semantic analysis or other problems with (possible) de-
pendencies between input variables (Hewamalage et al., 2021). A simple RNN with
one hidden layer, can be defined as follows:
Given input variables x1, x2, ..., xt for every time t = 1, 2, ..., T − 1, the prediction of
the next time step zt+1 will be

hs = fα(hs−1, xs) ∀s = 1, ..., t
zt+1 = gβ(ht)

(2.9)

where fα and gβ some nonlinear functions which are parameterized by α and β. They
can generally given by:

fα(hs−1, xs) = H f (Wxs + Uhs−1 + b) ∀s = 1, ..., t

gβ(ht) = Hg(Vht + c)
(2.10)

where α = (W, U, b) and β = (V, c) for some weight matrices W, U, V and bias
vectors b and c, andH a nonlinear activation function (Choe et al., 2017).

The most popular units used in RNN are Elman cells, Long Short Term Memory
(LSTM) cells, and the Gated Recurrent units. These units are shown in Figure 2.3.
In all representations ht−1 represents the hidden cell from the previous timestep, xt
the input vector of cell t and zt the output of the cell. The Elman cell is, as one can
see in the figure, the most simple cell. In this cell the only memory passed along the
network is that of the hidden cell of the timestep, i.e. ht−1. Its set of equations is
given by:

ht = σ(Wi · ht−1 + Vi · xt + bi) (2.11a)
zt = tanh(Wo · ht + bo) (2.11b)

In the Gated Recurrent Unit (GRU), the information from the previous hidden
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(A) Elmans Recurrent Unit (B) Gated Recurrent Unit

(C) LSTM Recurrent Unit

FIGURE 2.3: Representations of different recurrent units of RNNs
(Hewamalage et al., 2021)

cell and the input variable are combined via so called update and reset gates (i.e. ut
and rt respectively). Both gates take the input and previous hidden cell information
and determine the proportion in which they should contribute to the output. The
reset gate, resets a proportion of the previous hidden state and combines it with the
input into the candidate hidden state h̃t. This candidate hidden state and previous
hidden state are element-wise multiplied (denoted with the

⊙
) and added together

to form the output zt and the new hidden state ht. Formally this can be written as:

ut = σ(Wu · ht−1 + Vu · xt + bu) (2.12a)
rt = σ(Wr · ht−1 + Vr · xt + br) (2.12b)

h̃t = tanh(Wh · rt + Vh · xt + bh) (2.12c)

ht = ut
⊙

h̃t + (1− ut)
⊙

ht−1 (2.12d)

zt = ht (2.12e)
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The LSTM unit does not only have a hidden state, but has an internal state as
well. This internal state allows the unit to capture long-term dependencies, while
the hidden state acts as short term memory, hence the name. The forget gate ft
determines the proportion of the long-term memory to be passed along, while the
input gate it determines the proportion of the input and previous hidden cell infor-
mation. The output gate ot, in combination with the hyperbolic tangent function,
transforms the new long-term memory into the output of the cell. Note that the out-
put of the LSTM zt is equal to the hidden state of that cell ht like in the GRU. The set
of equations for the LSTM cell are given by:

it = σ(Wi · ht−1 + Vi · xt + bi) (2.13a)
ot = σ(Wo · ht−1 + Vo · xt + bo) (2.13b)
ft = σ(W f · ht−1 + V f · xt + b f ) (2.13c)

C̃t = tanh(Wc · ht−1 + Vc · xt + bc) (2.13d)

Ct = it
⊙

C̃t + ft
⊙

Ct−1 (2.13e)

ht = ot
⊙

tanh(Ct) (2.13f)

zt = ht (2.13g)

The LSTM and GRU models have the benefit that they tackle the vanishing and
exploding gradient problem via their gates. The GRU is gaining popularity over the
LSTM unit as it is simpler (less parameters) and more efficient.

The main drawback for a Recurrent Neural Network (RNN) is that they are, like
Neural Network (NN), highly parameterized which makes optimizing these models
hard and it is argued that only experts can reach the best performance (Hewamalage
et al., 2021).

However, they do have the advantage over the Autoregressive Integrated Mov-
ing Average (ARIMA) models that the lag parameters (p, q) can be learned automat-
ically from the data and they can capture non-linear dependencies.

2.4.3 Overview Models
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Model Advantages Disadvantages

Principal Components
Regression (PCR)

1. Dimension reduction
1. Only captures linear rela-
tions

2. keeps the original compo-
nents

2. does not take into account
the goal of the model

Neural Network (NN)
1. Very powerful in captur-
ing non-linear relationships
within the data

1. Highly parameterized,
which makes them hard to
understand and time con-
suming to optimize

Boosting Trees 1. Dimension reduction
1. More likely to overfit com-
pared to other models

2. Scalability

Random Forest (RF) 1. Dimension reduction
1. Computationally and
memory intensive

2. Handling missing data
without a priori data handling

2. Unable to predict be-
yond the ranges of the train-
ing data

3. Can handle non linear and
non transformed data

3. May perform poorly in
case of correlated features

Autoregressive In-
tegrated Moving
Average (ARIMA)

1. Able to capture (long-term)
time dependencies

1. Can only capture linear de-
pendencies

1. Robust performance
2. Finding the model param-
eters may be difficult

Recurrent Neural Net-
work (RNN)

1. Able to capture (long-term)
time dependencies

1. Even more parameterized
than NN

TABLE 2.1: Overview of the disadvantages and advantages of the
different linear and non-linear models.

2.4.4 Clustering Methods

Cluster analysis is used to identify natural groups or clusters in the data based on
(dis)similarities between the data points. Cluster analysis can be used as a semi-
supervised learning technique of classification, or as unsupervised learning tech-
nique to identify classes within the data (Frades & Matthiesen, 2010; Omran et al.,
2007).

In Omran et al. (2007) some guidelines for setting up a clustering model are pre-
sented. These guidelines will be followed to clearly describe the different aspects of
a clustering model. Afterwards, some clustering algorithms will be presented.
The formal definition of a clustering problem is:
Given a dataset X = {x1, x2, ..., xp, ..., xn} where xp is a pattern in the m-dimensional
feature space, and n is the number of patterns in X, then the clustering of X is the
partitioning of X into K clusters {C1, C2, ..., CK} satisfying the following conditions:

• Each pattern should be assigned to a cluster, i.e.⋃K
k=1 Ck = X

• Each cluster has at least one pattern assigned to it, i.e.
Ck 6= ∅, k = 1, ..., K
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• Each pattern is assigned to one and only one cluster, i.e.
Ck ∩ Cl = ∅ where k 6= l

(Omran et al., 2007)
This last condition holds for hard clustering. There also exist methods, so called

fuzzy or probabilistic methods, that do not require a pattern to be present in only one
cluster. A pattern may be part of multiple clusters in these methods, represented by
some degree of belonging to a certain cluster (Inza et al., 2010). For hard clustering
it holds that the clustering problem tries to maximize the within cluster similarity
while at the same time minimize the similarity between clusters.

1. Pattern Representation This step of cluster analysis identifies the features that
should be included into the model. The features should include as much informa-
tion as possible. But, noisy or informative features can negatively impact the results
of the clustering. Therefore, features with no meaning should be excluded, while on
the other hand extra features should be made which include important information
of the data. Examples are: 1. In a dataset with both age and date of birth, one of the
two may be included as they represent the same data. In case date of birth is kept, it
may be split into year, month and day to fully capture the information included in
the feature. 2. A feature which does not represent any useful information, like shirt
color when clustering on whether or not somebody will repay their loans.
The feature selection procedure will select the subset with the most optimal and
robust performance. It should be stressed that feature selection does not alter the
original features, but merely selects a subset of the features. As the number of fea-
tures can be very large (the number of possible subsets is 2m, where m is the number
of features in the original dataset), heuristics may be used to identify the best subset.
Techniques for selecting features include: filter techniques, wrapper techniques and
embedded approaches. Filter techniques are often based on an univariate feature rel-
evance score, e.g. the correlation between each feature and the target feature. These
techniques are simple in implementation, but have a major drawback because they
do not take into account the dependencies between features. Moreover, the filter
technique is independent of the chosen model and thus does not take into account
the model performance with the selected features.
Wrapper techniques do take the chosen model into account. These techniques in-
corporate the model into the evaluation of every subset of features. Methods can
be focused on the individual features (univariate) or they can also take into account
correlation and dependencies (multivariate). (Frades & Matthiesen, 2010; Inza et al.,
2010)

2. Similarity measure
The similarity measure has to be chosen to identify the optimal cluster for each of
the patterns. The measure should fit the nature of the data point, e.g. the distance
between numerical points and categorical point should be measured with different
measures. Here, some of the most commonly used distance measure will be dis-
cussed. First, Gower’s distance metric will be discussed, afterwards the Euclidean,
Manhattan and Minkowski metric for numerical features will be presented. To con-
clude the pairwise agreement and .. will be discussed (Hancer et al., 2020; Hoogen-
doorn & Funk, 2018).

Gower’s metric is defined as follows: Let xi and xj be two patterns with m vari-
ables denoted by v = 1, ..., m, then the difference between the two patterns is defined
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by

Sij =
∑m

v=1 wijvsijv

∑m
v=1 wijv

(2.14)

where wijv is the weight for variable v between observations xi and xj, and sijv: the
difference between xiv and xjv.
Two examples of difference measures that can be implemented as sijv are:
The simple mismatching measure defines the distance between categorical variables
as:

sijv =

{
0 if xiv = xjv

1 if xiv 6= xjv
(2.15)

For numerical variables the difference is defined by

sijv =
|xiv − xjv|

rv
(2.16)

where rk is the range of variable v, i.e. max(x.v)− min(x.v) (van den Hoven, 2015).
But, other similarity measures can be used, making the measure very suitable for a
wide range of applications and datasets (Huang, 1998).

Other widely used distance measures are:
Euclidean distance is defined as follows:

Sij =

√
m

∑
v=1

(xiv − xjv)2 (2.17)

with Sij the distance between numerical patterns xi and xj.
The Euclidean distance corresponds to the typical definition of distance, i.e. it

gives the shortest distance between two points without any restrictions in the direc-
tionality of the distance vector. However, it might be preferrable to do have some
restrictions in the directionality. The most common used measure that does have
restrictions is the Manhattan distance, which assumes that one can only move hori-
zontally or vertically (like moving over a grid), defining the distance by:

Sij =
m

∑
v=1
|xiv − xjv| (2.18)

The Minkowski metric is a generalization of the Euclidean and Manhattan dis-
tance measures. The distance is computed by

Sij = (
m

∑
v=1
|xiv − xjv|

1
q ) (2.19)

As one can see, q = 1 equals the Manhattan distance, while q = 2 equals the Eu-
clidean distance (Hoogendoorn & Funk, 2018, p.75).

It may be important that the data is scaled before the similarity between pat-
terns is calculated. Non-scaled data may cause for certain features with a high
spread or magnitude will become dominant over the other features in the calcu-
lations (Hoogendoorn & Funk, 2018).

For clustering time series, one can use an adjusted version of the Euclidean dis-
tance. The distance will be calculated between two time series with equal number
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of observations (N), per variable (v):

euclidean_distance_per_variable(xv
qi

, xv
qj
) =

√√√√ N

∑
z=1

(xv
z,qi
− xv

z,qj
)2 (2.20)

With xz,qi the zth observation of the ith time series.
Then the overall Euclidean distance can be calculated by the sum over all distances
per attribute (Hoogendoorn & Funk, 2018).

3. Clustering Algorithms
Most clustering algorithms are based on the principles of two techniques: hierarchi-
cal and partitional clustering techniques.

Partitional Clustering Techniques
Partitional clustering techniques divide the data into k clusters, where k is a prede-
fined number. As said before, the models try to minimize some measure, e.g. the
within-group sum of squares, they can be seen as optimization problems. Therefore
these problems are considered NP-hard and combinatorial. Note, that the methods
can get stuck in local optima, and finding the global optimal is challenging.

Probably the most widely known partitional clustering technique is the K-means
method. This method minimizes the within-groups sum of squared errors using the
Euclidean distance. The algorithm works as described in the following pseudo code:

Algorithm 1: K-means

1 randomly initialize K cluster centroids c1, c2, ..., ck;
2 while not converged and number of iterations < max_iterations do
3 for each pattern xi in dataset do
4 determine membership by finding the nearest centroid based on

distance measure ;
5 assign the pattern to that cluster ;
6 end
7 for each cluster Ck do
8 calculate the new centroids of the cluster, i.e. the mean of all patterns

assigned to that cluster
9 end

10 end

The number of clusters can be determined by using for example the so called
elbow method. Although the elbow method is commonly used, the problem of de-
termining the optimal number of clusters remains open (Inza et al., 2010). Another
method of determining the number of clusters is the use of the silhouette score. The
silhouette score provides insight in how tight the clusters are relative to the distance
to the closest cluster. The score is calculated as follows:
Given the average distance of a point to the other points in the cluster a(xi):

a(xi) =
∑∀xj∈Ck

distance(xi, xj)

|Ck|
, where xi ∈ Ck (2.21)
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And the average distance to the points in the closest cluster

b(xi) = min
∀Cl 6=Ck

∑∀xj∈Cl
distance(xi, xj)

|Cl |
, where xi ∈ Ck (2.22)

The silhouette score is:

silhouette =
∑n

i=1
b(xi)−a(xi)

max(a(xi),b(xi))

n
(2.23)

A higher silhouette score, indicates that the within cluster distance is relatively low
compared to the points in the closest cluster (Hoogendoorn & Funk, 2018).

Advantages of the K-means algorithms are that it is a very easy to implement
algorithm with a time complexity of O(N), making it applicable for large datasets as
the computational time will increase linearly in relation with the number of observa-
tions. However, the algorithm is data-dependent and greedy. The initial conditions
may as a result cause the algorithm to converge to a suboptimal solution and differ-
ent runs to yield different clusters. Next to that, the number of clusters needs to be
specified in advance. This can be an advantage in certain applications where it is de-
sirable to have a certain amount of clusters, but more often it is a drawback (Frades
& Matthiesen, 2010; Huang, 1998; Omran et al., 2007).

Note that the K-means algorithm only takes numeric input variables, as the
means are involved in minimizing the cost function. Transforming categorical vari-
ables without order into numeric values does not necessarily produce meaningful
results. Furthermore, the method of transforming the categories into binary columns
proposed by Ralambondrainy (1995) also does not yield meaningful results; the val-
ues 0 and 1 do not represent the characteristic of the clusters (Huang, 1998; Madhuri
et al., 2014). Multiple extensions of the K-means are therefore developed.

One of these extensions is the K-modes algorithm. This algorithm uses a differ-
ent similarity measure instead of the sum of squared error, making it applicable for
categorical features. The measure is based on simple matching, working as follows.
Let xi, xj be two patterns with solely categorical variables. The dissimilarity mea-
sure between xi and xj can be defined by the total mismatches of the corresponding
attribute categories of the two patterns. A smaller number of mismatches indicates
two more similar patterns. (Huang, 1998). Formally this measure is defined as:

d1(xi, xj) =
m

∑
v=1

sijv(xiv, xjv) (2.24)

where sijv as defined in Equation 2.15. Now, assign an object to the cluster whose
mode is the nearest according to Equation 2.24. Then, update the mode of that clus-
ter immediately, and continue with the next object. After all objects have been as-
signed to a cluster, reevaluate all objects again and relocate objects to clusters with
the nearest node if applicable. Repeat this step, until no objects have been moved
between any clusters for a whole cycle.

Another extension is the K-prototypes algorithm. This algorithm has a similar
procedure as the K-means and the K-modes algorithm, but differs in the dissimilar-
ity measure. The K-prototypes algorithm can handle both numerical and categorical
features by taking the squared Euclidean distance measure (Equation 2.17) for the
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numerical features and calculating the mismatches (Equation 2.15) between categor-
ical features (Huang, 1998; Madhuri et al., 2014).

Hierarchical Clustering Techniques
As the name suggests, these techniques obtain a cluster by construction a hierarchy
of clusters. Algorithms in this category construct a cluster tree, which can be repre-
sented by a so called dendrogram. Each node in this tree represent a partition of the
tree. An example of a dendrogram with 10 observations is shown in Figure 2.4. The
y-axis represents the distance measure and the x-axis represents the observations.
The figure also shows how a cut would be made if the threshold of the distance be-
tween the clusters would be h, resulting in 4 clusters: {2,1,3}, {4,9}, {7,6,8} and {5,10}.

FIGURE 2.4: Representation of a dendogram with an example of a
cut.

There are two types of hierarchical clustering techniques namely, agglomerative
and divisive techniques. The methods differ in how they construct the tree; agglom-
erative hierarchical methods build a tree so called bottom up. This means that in the
beginning every data point is treated as separate cluster. The algorithm then itera-
tivly searches for clusters that may be merged based on their similarities, i.e. clusters
that are close based on their similarity measure.

In contrast to these methods are the divisive clustering methods, or top-down
methods, in which the data points are seen as one single cluster and in every step
this cluster is split into separate clusters based on their dissimilarities, i.e. observa-
tions that are far away based on their similarity measure.
A major drawback of hierarchical clustering techniques is that they are computation-
ally expensive (O(N2

p logNp) in terms of time complexity) and therefore not suitable
for large data sets.
Examples of hierarchical clustering algorithms may be found in (Omran et al., 2007;
Swarndeep Saket & Pandya, 2016).
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2.5 Evaluation Metrics

Determining the accuracy of the predictions of implemented models is necessary to
compare them, but also to interpreted the quality of the predictions. Therefore, in
what follows evaluation metrics will be discussed. Only the evaluation metrics suit-
able for regression models will be presented, as the problem discussed in this thesis
is a regression problem.

The most widely used metrics for regression models are: Mean Square Error
(MSE), Mean Absolute Error (MAE) and R Squared (R2), or an adjusted version of
those (Handelman et al., 2019; Killada, 2017; Wu, 2020). Therefore, those metrics will
be discussed in the remaining of this section.

Note, in all discussed methods yi represents the ith value of the responsive vari-
able whereas ŷi stand for the prediction of this ith variable. Further, N is the total
number of predicted variables.

Mean Square Error (MSE)
The Mean Squared Error is a useful metric when it is desirable to penalize all errors
proportionally. It can be seen from its formula:

MSE =
1
N

N

∑
i=1

(yi − ŷi)
2 (2.25)

As the errors are squared, even small errors will contribute to the value of the MSE.
The MSE can be adjusted to the Rooted Mean Square Error (RMSE), which is

calculated by taking the square root of the MSE (
√

MSE). In other words, the square
root is taken of the average error made.

The contribution of large errors to the RMSE and MSE will be disproportionately
higher than the contribution of small errors. Hence, these models is sensitive to
outliers and allow for minor errors.

The outcome of the MSE and RMSE cannot easily be compared to the outcome
of models applied to different datasets. The outcomes are highly influenced by the
scale of the numbers used in the model. However, normalization of the RMSE is
possible, which makes the metric suitable for comparison. Further, they can be used
for comparison between different models applied to the same data. A smaller MSE
or RMSE would indicate a better performance of the model.

Mean Absolute Error (MAE)
The Mean Absolute Error is argued to be the more intuitively interpretable than the
(R)MSE. This metric uses the absolute errors between the predicted value and the
actual value. The MAE is calculated as follows:

MAE =
1
N

N

∑
i=1
|yi − ŷi|2 (2.26)

As it takes the absolute value, all errors influence the MAE proportionally without
penalizing certain errors in particular. It logically follows that a low value of the
MAE is desirable.

An adjusted version of the MAE is the Mean Absolute Percentage Error or MAPE.
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As the name suggests, this metric calculates the mean absolute percentage of the er-
rors made, ie:

MAPE = (
1
N

N

∑
i=1

|yi − ŷi|
yi

) ∗ 100 (2.27)

R Squared (R2)
R Squared, also called the coefficient of determination, gives a percentage of the
output variability, i.e. "how much of the variability in [the] dependent variable can
be explained by the model" (Wu, 2020). As this is an universal measure, this metric
can be used to compare models applied to different datasets.

R2 is calculated as follows:

R2 = 1−
SSRegression

SSTotal
= 1− ∑N

i=1(yi − ŷi)
2

∑N
i=1(yi − ȳ)2

(2.28)

Where ȳ = 1
N ∑N

i=1 yi, i.e. the mean target value.

The best possible score of this metric is 1.0, in contrast to the other metrics dis-
cussed before which aim for a score close to 0.0.

However, the metric does not take into account the chance of overfitting. There-
fore, an adjusted version (adjusted R square) has been proposed. This version pe-
nalizes the model for using too much predictive variables.

Let p be the number of predictive variables and n be the number of datapoints,
then the adjusted R square (denoted by R̄2) is given by:

R̄2 = 1− (1− R2)
n− 1

n− p− 1
(2.29)

The results of the adjusted R square will always be lower than the results of R
square. When the results of both versions give similar results, one may conclude
that the model is robust.

One should be cautious when using the R2 measure for time series models as it
represents the overall fitness of the model (of the past observations) instead of the
predictive power.
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Chapter 3

Problem Statement

This chapter will present the research question, including the sub research ques-
tions. Furthermore, the assumptions made in this thesis will be stated as well as the
research outline.

3.1 Research Goal

In order to help Sandvik with gaining more insight in their after-sales business, the
following research question has been formulated:

Which model performs the best for the prediction of the monthly potential
revenue and sales per customer on the aftermarket and what are the factors that

influence these potentials the most?

This question will be the main focus of this thesis as it helps Sandvik with un-
derstanding and forecasting their sales and the associated revenue per month, while
it is still academically interesting to investigate the wide range of possible models.
Some model typologies will be discussed in Chapter 2 and the performance of these
models will be compared in different application areas in Chapter 4.

As this thesis will work with a lot of different customers and it tries to predict
their behaviour, the use of clustering methods seems appropriate. Different clus-
tering methods and their performance in customer segmentation will be considered
and discussed in 4.

Furthermore, historical sales data can be interpreted as a time series, which may
improves the predictive performance of the models. This will be further justified in
the literature review in Chapter 4.
This resulted in the following sub-research questions:

1. Can the yearly potential revenue and number of sales be estimated by im-
plementing time independent forecast models?

2. Can the yearly potential revenue and number of sales estimate be improved
by implementing time dependent forecast models?

3. Can the yearly potential revenue and number of sales estimate be improved
by combing clustering methods with forecast models?

4. which features influence the forecasts and does the importance of features
change when different models are applied?

As implied all models considered will be optimized as best as reasonable in order to
yield the best results.
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In this research, the focus will be on one specific type of product sold by Sandvik,
namely rock drill parts. The choice for this product will be explained in Chapter 5.
Furthermore, some assumption will be made about the data and behaviour of the
customers, namely:

• Customers do not buy any products in advance, i.e. they do not have any
stock on their sites. From this assumption it follows that estimating the num-
ber of sales per client will reveal their use and an indication of the lifetime of
the products. Further, this assumption is reasonable as the holding costs for
the stock are now paid by Sandvik instead of their customers, which will be
preferred by the customers.

• All rock drill parts are of the same type. Rock drill consists of a lot of small
parts. As Sandvik sells a number of different rock drills, the number of those
separate parts quickly increases. Therefore, this category could be split up in a
lot of small subcategories. In order to have sufficient data for the analysis, all
the types of rock drill parts will be considered as if they were the same.

• Customer characteristics do not change over time. As the changes of these
characteristics are not saved consistently or saved at all, this assumption will
be made in order to be able to analyse the data.

3.2 Research outline

The remaining of this thesis will be divided in six sections. First, an overview of
literature relating to the topic of this research will be presented in chapter 4. This
chapter will also contain some aspects and methods that will not be used in this re-
search. However, these aspects could be used by Sandvik for future projects, once
the right data is gathered and it gives a good overview of possible methods. There-
fore, these methods are included in the literature overview.
Second, in chapter 5 the data used in this thesis will be presented and discussed.
This includes some first insights and statistics of the data, but will not contain fea-
ture engineering.
Then, the methodology will be discussed and the choice of methods will be reasoned
in chapter 6. The results of the research will be presented in the chapter that follows.
This thesis will conclude with a conclusion of the research and a discussion of rec-
ommendations and limitations of the conducted research in the chapters 9 and 10.
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Chapter 4

Literature Review

This chapter will give an overview of the different fields of research related to gain-
ing business insight of aftermarket services. As stated before, this will include some
fields that are not used in this thesis, namely lifetime estimation and asset evalua-
tion. These two fields will be discussed at the end of this chapter.

First, methods for sales forecasting will be discussed as this is the main subject
of this thesis. Secondly, literature about time series analysis and customer clustering
(i.e. customer segmentation) will be presented. Then, feature selection methods for
both regression and clustering algorithms will be presented.
Note that the area of machine learning is a fast changing field, resulting in researches
and state-of-the art algorithms to be quickly outdated. Therefore, the focus of the
reviewed literature in this chapter will be on the most recent studies.

4.1 Revenue/Sales Forecasting

As discussed in Chapter 2, sales forecasting can, among other things, help by plan-
ning the logistics of the supply chain and improve the business’ performance (Chen
& Lu, 2017; Ji et al., 2019). A balance should be found in meeting customer’s demand
and holding costs for the company. Therefore, forecasting sales has been a returning
problem for many companies. Which also led to a variety of ever improving forecast
methods (Venishetty, 2019).

In their research Bajari et al. (2015) compare standard economic models for pre-
dicting demand (i.e. predicting sales) with machine learning algorithms. For this
comparison they use grocery store data of a store chain for a period of six years.
More specifically, their focus is on a specific product type, namely salty snacks. The
data consists of over 1.5 million data records of more than 3,000 unique products.
Not only information about price and sold quantity is used, also information about
promotions, brand, flavour, package size, etc. is included in the model. They find
that the Random Forest (RF) out performed the other models including, Support
Vector Machines, Bagging and LASSO.

However, later in 2015 a new algorithm gained popularity amongst data scien-
tist. As stated in the paper by Chen and Guestrin (2016), Extreme Gradient Boost-
ing (XGBoost) has outperformed many other algorithms in multiple Kaggle com-
petitions in 2015. 17 out of the 29 competitions, under which also sales prediction
competitions, recorded a XGBoost algorithm in their top three best performing al-
gorithms. Since then, the popularity and predictive power of this algorithm has not
declined (Mello, 2020; Pavlyshenko, 2019).
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Since a lot of researches about revenue and sales forecasting include time series
analysis, more research on the topic of revenue and sales forecasting will be dis-
cussed in the next section. These researches also include performance comparison
of the XGBoost algorithm.

4.2 Time Series Analysis

The number of sales of a company is often influenced by time of the year (e.g. sum-
mer or winter) and special days (e.g. Christmas time would be more busy for toy
stores). These are regular fluctuations, as they return every year around the same
time and are called seasonal effects. As discussed in Chapter 2, time series models
try to capture this seasonality along with for example the trend in the data. As sales
data has these seasonality and trend, it can be treated as time series.

However, one should be aware of some limitations of time series analysis for
sales data. Three of those limitations are stated by Pavlyshenko (2019):

• Data that has been captured for a long period of time has to be available in
order to capture seasonality

• "Sales data can have a lot of outliers and missing data."

• There are a lot of exogenous factors that influence the sales

These limitations should be kept in mind when implementing such models for sales
data.

Note that time series analysis over a period of time can be done in two differ-
ent ways. Either in a so called one-step or multi-step fashion (Tyralis & Papachar-
alampous, 2017). The one-step approach forecasts one time step at a time. The
one-step ahead method, iteratively forecasts the desired number of steps. In each
iteration including the prediction of the previously time steps as additional input
for the model. The multi-step approach forecasts the values all at once (Tyralis &
Papacharalampous, 2017).

In the paper of Pavlyshenko (2019) the data from the Kaggle competition "Ross-
mann Store Sales" is used to predict the future sales. This data consists of the his-
torical sales for 1,115 Rossmann drugs stores. In the paper multiple models are con-
sidered and applied to different feature sets. The first case uses a Random Forest
algorithm as described in Chapter 2 with the following features: promo (whether or
not there was a promotion running), day of week, day of month and month. Where
categorical features were one-hot-encoded. A constant under- or over-valuation of
the sales in the validation set was observed, as is common to the use of machine
learning methods for time series. This bias can be corrected with the use of linear
regression on the validation set (only in case of a small trend).

The paper also discusses another approach, namely stacking models. The stack-
ing can be done by giving the results of the validation set of the model from the pre-
vious stacking level as input for the models of the next stacking level. Most of the
first level models considered in the paper are based on the XGBoost algorithm. The
second level models are an Extra Tree, Linear and Neural Network model, which
are combined into the final output. The features engineered for this stacking model
are mostly aggregated features of the target variable and lags of the target variable
based on grouping by different features. It is shown that the stacking increased the
accuracy of the predictions in this case study, suggesting that stacking models may
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improve the overall model performance.

In their paper Tyralis and Papacharalampous (2017) compare an extended ver-
sion of the ARMA model and a Random Forest (RF) model in an one-step ahead
approach for time series forecasting. In the case study 16, 000 simulated time series
with added white noise 1 are used. The simulated data is derived from a variety of
models of an extended version of ARIMA namely, the Autoregressive Fractionally
Integrated Moving Average (ARIFMA) model. Next to the simulated time series,
135 time series of annual instrumental temperatures are used. All of these datasets
consisted of stationary data. Each of the time series has a length of 101 of which 100
observations are used for fitting the model and the last observation is used as the
observation to be predicted.

They conclude that the RF models performed better in case of a smaller num-
ber of lagged input variables (e.g. moving average variables), and performed better
on the non-simulated data. The performance of the extended ARMA model was
slightly better on the simulated data. Note that this data was simulated by a cor-
responding AR(FI)MA model, resulting in a higher expected performance of those
prediction models. The authors further conclude that the performance of an opti-
mized RF2 is comparable with the performance of other algorithms and they can be
considered appropriate to use for time series analysis. However, they stress the fact
that it is preferred to use a variety of models Tyralis and Papacharalampous (2017).

Another research discussing the forecast of sales, now applied to the furniture
industry, is presented by Yucesan et al. (2018). They investigate sales data of a large
furniture company based in Turkey from January 2009 to December 2015. In the data
a distinction is made between products for dining rooms, bedrooms, teen rooms, sit-
ting groups and armchairs. For all categories a prediction of the sales for the coming
month are made using the following models: ARIMAX, NN (single models) and a
combination of those two (hybrid model). The ARIMAX model is a generalization
of the ARIMA model. It allows incorporation of an external input variable. As dis-
cussed in 4.5.1 ARIMA models are linear and are unable to fit nonlinear data. But,
they are very flexible and are suitable for non-stationary data.

NN also have limitations, like dicey results, as stated by the researches, but they
are able to model non-linearity. Therefore, the authors propose a hybrid model to
combine the advantages of both models and reduce their limitations. In this hybrid
model, the ARIMAX model is fitted to the data. The resulting residuals are then used
as input for a NN, along with some independent variables, like month, number of
vacation days. The worst performing model was the single ARIMAX model and the
best performance were achieved by the hybrid ARIMAX-ANN model.

In a recent study Hewamalage et al. (2021) compare a wide range of Recurrent
Neural Network (RNN) with more traditional time series forecasting models, like
an ARIMA model. The data used in their research is that of multiple forecasting
competitions, all univariate, multi-step-ahead single seasonality datasets. The Neu-
ral Networks are used on data with and without removed seasonality. However, all

1White noise is a time series of independent random variables with mean 0 and variance σ2 (de
Gunst, 2013)

2Note that the optimized Random Forest is one with a small number of input variables, a Random
Forest with many input variables is found to perform worse than the other methods considered in their
research.
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datasets differ in the number of time series, seasonality strength and length of the
time series.

They conclude that out of the three gated units GRU, LSTM and ER, the Long
Short Term Memory (LSTM) cell performed better. However, not statistical signif-
icantly. In all but one models, removing seasonality improved the performance of
the models. In the single dataset in which removing the seasonality did not improve
the performance, little seasonality is present in the dataset beforehand. Further-
more, the traditonal models (ARIMA and ETS) performed better in most datasets.
Although it should be noted that the RNN "with LSTM cells and peephole connec-
tions optimized by COCOB was a competitive model combination for forecasting"
(Hewamalage et al., 2021, p.417).

4.3 Customer Segmentation

As said by Huang (1998), partitioning objects into clusters may reveal interesting
groups. With clustering methods, the customers can be grouped into different clus-
ters with the same behaviour which may improve the performance of the overall
models looked into in this thesis. The act of clustering customers is also known as
customer segmentation and will be discussed in what follows. Furthermore, the dif-
ferent clusters can be used for more specific marketing and supply chain strategies
(Caruso et al., 2019; Hjort et al., 2013).

In this research the focus will be on the unsupervised application of clusters, as
there are no predefined classes of customers. Note that the goal is to identify these
classes. This information can then be used as input for the model to predict the
potential revenue as similar customers can be more likely to have similar purchase
behaviour (Swarndeep Saket & Pandya, 2016). As discussed by Chen and Lu (2017),
identifying the clusters before forecasting the sales can significantly boost the per-
formance of the sales forecast. Furthermore, it reduces the computational time and
reduces the amount of irrelevant data.

In the paper of Caruso et al. (2019) multiple cluster algorithms are applied to
mixed-type data. They stress that most existing clustering approaches are limited
to numerical or categorical data only, which is not common to find in real-world
datasets. Applying these clustering algorithms may therefore cause a loss of infor-
mation, as they need to discard or summarize certain features. The three clustering
algorithms that were described are the K-Means and K-prototype algorithms as well
as an iterative clustering algorithm presented by Cheung and Jia (2013).

The real-world data that is used by Caruso et al. (2019), is that of departure and
arrival delays of US domestic flights from the Bureau of Transportation Statistics
database. The data from the first of August 2017 is used, which consists of 1426
flights. The nine features include both numerical and categorical data and are all
used in the K-prototypes and iterative clustering algorithms. The K-means algo-
rithm is only applied to the five numerical features.

They conclude that the K-prototype and the iterative clustering algorithm allow
for non-numerical features while still retaining the efficiency of the K-Means algo-
rithm. The K-prototype algorithm is found to work better with numerical features,
while the iterative clustering algorithm relied more on the categorical features in the
data.
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More customer segmentation algorithms will be discussed in the following sec-
tion as these algorithms combine the feature selection procedure and the clustering
of the customers.

4.4 Feature Selection

Another important part of building an appropriate model is selecting the best (num-
ber of) features. In case of machine learning, the more the better is not always true.
One of the main drawbacks of too many features is overfitting, especially if some of
the features are correlated with each other or not correlated at all with the response
variable. Choosing only one of the correlated features can improve the performance
of the algorithm significantly. Further, too many features can lead to computational
inefficient algorithms. Therefore, feature selection is recommended (Gregorutti et
al., 2017; Hancer et al., 2020).

As said in Section 2.4.4 there are multiple different feature selection methods,
which can be divided in multiple classes, like filter, embedded and wrapper meth-
ods. Filter methods choose the features independent of the model, i.e. they do not
take into account the model outcome. This limits their performance, but makes them
computationally less intensive. The embedded approach does take the learning al-
gorithm into account and selects the features during the learning process. Examples
are regulation methods like lasso or decision trees. Lastly, the wrapper methods,
which incorporate the learning method within the feature selection. The model out-
put is used in the determination of the best subset of features. This makes them
computationally more intensive than the filter methods, but they yield better results
in general (Gregorutti et al., 2017; Hancer et al., 2020). Therefore, this section will be
focused on wrapper methods.

Wrapper methods for tree-based models
A common issue regarding feature selection methods is their instability. This insta-
bility increases if the variables are correlated (Gregorutti et al., 2017). Therefore, mul-
tiple methods have been proposed to handle datasets with correlated features. For
explanation of these methods, the permutation importance measure will be used.
The permutation importance measure can be derived by Procedure Permutation Im-
portance Measure. Another importance measure is, for example the gini-importance
measure (also called impurity-based importance). This importance measure calcu-
lates the (normalized) decrease in the loss function after an feature is used to make a
split. However, this importance measure is more likely to favor features with a high
number of unique values (e.g. continuous variables) over features with a small num-
ber of unique values (e.g. binary features) (scikit-learn developers (BSD License),
2020).

Procedure Permutation Importance Measure (Breiman, 2001)

1 Construct a classification model ;
2 Permute the values of the mth variable in the out-of-bag example randomly ;
3 Run the out-of-bag data through this model ;
4 Count the number of errors made using these sets of models and call this the

misclassification rate ;
5 Consider the variable with the largest misclassification rate as most

important ;
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Note that the Permutation Importance Measure can also be applied to regression
problems by determining the misclassification rate by subtracting the original error
from the permuted error (eperm − eorig), or by dividing the permuted error by the
original error (eperm/eorig).

This permutation importance measure is used in the paper of Gregorutti et al.
(2017). In this paper, the authors propose a method which uses the permutation
importance measure in a setting with correlated variables and a random forests as
predictor model. The idea is to rank the input variables with the permutation impor-
tance measure and choosing the appropriate features for the model while reducing
the computational cost of the algorithm.

One precondition to their calculations of the permutation importance is that the
regression function should have an additive structure. Further, an observation (x, y)
is assumed to be a normal vector. These conditions can easily be derived by using a
random variable ε such that: y = f (x) + ε.

As one can image, having two variables that have a positive correlation influence
the importance measure. When permuting one of the two, the other variable would
still be able to cover similar information. This then leads to less misclassifications
and therefore a lower importance measure. If the set of positive correlated variables
becomes bigger, the importance measure quickly decreases to zero.

In case of anti-correlated variables the importance measure increases if one of the
variables is randomly permuted. This logically follows from the fact that the model
needs both variables since they explain Y in different directions. When one of the
two is left out of the model, the model is not able to predicts Y correctly.

Gregorutti et al. (2017) propose two approaches for feature selecting. The first
approach is the Non Recursive Feature Elimination (NRFE) as developed by Svetnik
et al. (2004) and Diaz-Uriarte and De Andres (2006). The NRFE works as follows:

Procedure NRFE
1 Use an Importance Measure to rank the variables and discard the ones with

the smallest importance ;
2 while Not all variables are eliminated do
3 Build a model ;
4 Eliminate the less relevant variables
5 end

The second approach they considered is Recursive Feature Elimination (RFE),
which does update the importance measure after reconstruction a random forest.
The algorithm consists of the following steps as explained in Procedure RFE and
was first implemented by Jiang et al. (2004).

Procedure RFE
1 while Not all variables are eliminated do
2 Build a model ;
3 Rank the variables using an importance measure ;
4 Eliminate the less relevant variables
5 end

Comparing the two algorithms RFE and NRFE in a dataset with correlated vari-
ables leads to a preference to the RFE, as this algorithm calculates the permuted
importance measure every iteration. By recalculating the importance measure, the
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algorithm allows the remaining variables to be re-evaluated after the correlated vari-
ables are eliminated. This leads to better performance of the overall model.

Wrapper methods for clustering
In Hancer et al. (2020) and de Amorim (2016) a wide range of feature selection meth-
ods for clustering are discussed. Some of these approaches will be discussed in what
follows. The discussion limits itself by methods that can be applied to either the K-
means or the K-prototypes algorithm.

In the paper by Hancer et al. (2020), no experiments are performed. The authors
choose for a discussion of multiple papers which on their turn experimented with
multiple approaches. This resulted in an overview of more and less used algorithms
and their applications. In the overview for the K-means algorithm, the focus is on
weighting the input features in such way that irrelevant and redundant features
are weighted less than relevant features. This allows for a sophisticated features
selection method, which in general can be represented by the following formula:

W(Z, C, W) =
K

∑
k=1

∑
zp∈Ck

∑
fi∈F

w fi(zpi − cki)
2 (4.1)

where w fi is the weight of feature fi in subset F, zpi the ith feature of the pth instance
of the data and K the number of clusters.
Hancer et al. (2020) mostly empathized the weighted feature selection methods also
discussed in the paper of de Amorim (2016). This paper gives a comparative overview
of multiple weighted feature selection procedures and the methods discussed in
these papers will therefore be discussed later on in this section. One should keep
in mind that most of these algorithms have the challenge of predefining the control
parameter which influences the outcome of the algorithm.

In de Amorim (2016) 13 real-world data sets and 20 generated datasets are used
to deploy multiple weighted based k-means algorithms. These algorithms include,
but are not limited to: Attribute weighting clustering algorithm (AWK) (Chan et al.,
2004), Weighted K-means (WK-Means) (Huang et al., 2005), Improved K-Prototypes
(IK-P) (Ji et al., 2013) and Intelligent Minkowski Weighted K-Means (iMWK) (De
Amorim & Mirkin, 2012).

In all considered datasets the number of clusters are known in advance, which
allows for comparison of the performance of the algorithms. The datasets consist
of solely numerical, solely categorical or a mixture of numerical and categorical
features. The numerical features are standardised and the categorical features are
transformed into numerical features except in the experiments with the Attribute
weighting and Improved K-Prototypes (IK-P).

The experiments are compared in terms of the adjusted Rand Index (ARI). Note
that parameter estimation was not part of the research and the optimal parame-
ters were found by trying the values between 1.0 and 5.0 in steps of 0.1. As all but
one (the iMWK-Means algorithm) are non-deterministic, all algorithms are run 100
times at each parameter after which the parameter with the highest average ARI is
selected. They conclude that the iMWK-means reaches the highest ARI in 9 of the 13
real-world datasets, 8 times in the real-world datasets with noise added, and in all
20 generated datasets (with and without noise3).

3The noise is a variable composed entirely of uniform random values
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Amongst the algorithms that can handle categorical features, the IK-P algorithm
reaches the best performances in all but one of the real-world datasets. However,
in case of noise, the Attribute Weighting algorithm performed better than the IK-P
algorithm 6 out of the 13 times. Furthermore, it should be mentioned that the IK-P
algorithm was unable to detect the correct amount of clusters in one of the noisy
datasets. However, as stated by the authors this may be related to the data spread
and would not happen if the surely irrelevant features were removed beforehand
(de Amorim, 2016).

4.5 Related Problems

In what follows two related problems to the problem discussed in this thesis will be
presented. These problems will not be considered in this thesis as the appropriate
data is not yet available at Sandvik. But, Sandvik has the goal to eventually consider
these problems as well. Therefore, some related literature will be presented in order
to give a brief overview of possibilities for those models. The first of those problems
is estimating the remaining useful lifetime of Sandvik’s components in the machines
of their customers, so called Remaining Useful Lifetime (RUL). Using these RUL
estimations in the sales forecast model proposed in this thesis, the predictions can
become even more accurate. Furthermore, those RUL estimations can be used in
the second related problem, that of asset evaluation. Asset evaluation focuses on
estimating the worth per machine at customers’ sites. This estimation gives an in-
dication of the revenue forecast per machine. The revenue forecast model proposed
in this thesis can thus help by the asset evaluation. With asset evaluation, the focus
is on how much revenue an asset (here, machine) possibly yields. This can be only
based on the replacement parts, but can be elaborated by including maintenance
into the evaluation too.

4.5.1 Lifetime Estimation

In the area of lifetime estimation of assets, multiple articles propose methods for
estimating the Remaining Useful Lifetime, also called RUL. The remaining useful
lifetime of a product indicated the expected time until failure of that product. The
measure is widely used for lifetime estimation (when to replace the product) and ap-
plied in scheduled maintenance (when to repair/perform maintenance on the prod-
uct). This section will present some of the different methods of estimating this RUL
discussed in the literature.

The RUL of an object is, as said before, the expected time until failure. There
are multiple different types failures that can occur. For example, a part can break
down due to rust, a part can deform due to pressure or a technical error can occur.
The main purpose of estimating the RUL of a part is to determine which failure is
most likely to occur and to perform maintenance timely. Other useful knowledge
achieved from RUL estimation are the inspection interval and the forecasting of or-
dering spare parts’ quantity (Changhua et al., 2018; Si et al., 2011; Zio & Compare,
2013). For the problem discussed in this research, the application of the RUL to fore-
cast the order quantity of spare parts is the most interesting.

Machines nowadays are more complex than machines a few decades ago, and
there is an increasing number of different strings of events that can lead to failure.
Besides that, machines are becoming more reliable, which makes the number of ex-
perienced engineers lower. Therefore, human decision making is found insufficient
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when handling these machines. This has led to an increase in the number of re-
searches to the different topics of determining failure in machines, like predictive
maintenance (preventing the machine to fall out) and lifetime estimation (estimat-
ing when a machine will fail). This increase of researches about the topic leads to
a variety of methods and algorithms, each with specific assumptions and require-
ments. Selecting the right methods is thus not straightforward and some level of
mathematical and business insight is needed (Sikorska et al., 2011).

As stated by Hu et al. (2015) the majority of research done on the topic of life
prediction of equipment is proprietary of companies as it examines their equipment,
and therefore not publicly available. To overcome this problem, they state that using
a reliability prediction model with a threshold can be seen as substitute. But, the
literature reviewed in this research will be limited to the RUL estimations.

Following the classification of RUL estimation methods presented by Abid et
al. (2018), the methods can be divided into multiple subgroups, first: experience
approaches and degradation model approaches. Experience based approaches use
the data of inspections and maintenance feedback of a long period of time. This data
will be fitted to a statistical failure distribution from which the RUL of other parts
will be estimated. The degradation model approaches aim to model the degradation
process and try to estimate the failure time. Then the Remaining Useful Lifetime is
the time from degradation detection until failure.

The degradation model approaches can be divided in physical and data-driven
approaches. The physical approaches use physical and mathematical relations to
determine when a certain part will wear down, while the data-driven approaches
use the data retrieved from sensors in order to predict the time between degradation
detection and failure. The latter can again be divided in two groups (statistical and
Artificial Intelligence (AI)) accordingly to the literature (Abid et al., 2018; Changhua
et al., 2018; Si et al., 2011).

Statistical Approaches

Model based approaches can give a prediction with high precision if they are adapted
on component level, instead of system level. The models should be verified and re-
quire extensive experimentation. Furthermore, the models are only valid if the sys-
tems are not upgraded or changed in any other way (Abid et al., 2018; Saha et al.,
2009).

According to Si et al. (2011) the data used in RUL estimations can be categorised
into two main types: event data, i.e. historical data about failures, and condition
monitoring (CM) data. For CM of mining machinery think about transducers, like
"accelerometer, acoustic emission sensors, tachometers, thermocouples, etc." which
collect the environmental, operational and performance information of the machines
(Chaulya & Prasad, 2016).

The availability of the different types of data are crucial for choosing the right
statistical model. As presented by multiple papers, (e.g. Abid et al. (2018), Sikorska
et al. (2011) Saha et al. (2009)) the data used in lifetime prediction can be seen as time
series. As there are multiple points in time that a part is diagnosed and those diag-
noses will be used for the estimation. Autoregressive Integrated Moving Average
(ARIMA) or Autoregressive Moving Average (ARMA) are widely used to analyse
the diagnoses data and predict the RUL. However, as stated in 2.4, ARIMA models
can only find linear dependencies within the data. Furthermore, finding the right
model parameters can be hard, as no efficient estimator is known.
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Artificial Intelligence (AI) Approaches

In contrast to the statistical approaches, the AI approaches can more easily adapt
to upgrades or changes in the system. Further, there is no knowledge necessary
about the model’s degradation mechanism, which is a huge advantage especially
in complex systems. Recurrent Neural Network (RNN) are commonly used for the
problem of predicting the RUL (Abid et al., 2018). RNN has the advantages and
disadvantages as presented in 2. To sum up the most important ones: RNNs have the
ability to incorporate past events into the future predictions, and are very powerful
in revealing structures and patterns in the data. However, they suffer from vanishing
or exploding gradients and are hard to tune.

4.5.2 Asset Evaluation

Many of the methods described in the section of Sales and Revenue Forecast are
also applicable for revenue or sales forecasting models, as both areas require regres-
sion models. Although the amount and kind of data would be different. Therefore,
some literature will be presented here to discuss the results of these researches. As
stated by Weigand (2019), machine learning is still relatively little investigated in
the area of asset pricing, traditional methods still dominate the field. Further, asset
evaluation research usually focuses on the valuation of stocks and bonds. Whereas
one can imagine, the value illiquid assets behaves differently than that of liquid as-
sets (Aubry et al., 2019). Therefore, even though the assets of interest for Sandvik are
illiquid, some literature about liquid asset pricing is included in the literature review.

As computers increase their compute power at a lower cost and more data be-
comes available, machine learning is becoming more popular in more business areas.
Further, the quality of the predictions of automated valuation mechanisms is higher
than those of traditional methods, and can make a market more liquid. Since better
evaluations lead to an increased availability of information and therefore, reduces
the need for a trading intermediary, which on its turn will increase the number of
trades. Furthermore, better valuation mechanisms lead to a higher productivity and
risk-reduction for all parties (Aubry et al., 2019; Gu et al., 2019; Weigand, 2019).
An overview of multiple machine learning techniques in the area of asset evaluation
is given by Gu et al. (2019). Then, Weigand (2019) build upon that paper and pre-
sented another overview about machine learning in asset pricing.
As said, Gu et al. (2019) gives an overview of multiple machine learning approaches
and uses the task of measuring asset risk premiums. They focus on the two problems
of "predicting returns in the cross-section and time series."

They state a few benefits that can be achieved by using machine learning meth-
ods. First, they find that "machine learning methods as a whole has the potential to
improve our empirical understanding of asset returns", which would be desirable
for Sandvik. Secondly, a large feature space can be handled by machine learning
methods, as long as penalization or dimension reduction is preformed. The best per-
forming algorithms were Neural Networks and regression trees. The performance of
Neural Networks is, as it seems, slightly better, but the difference is not statistically
significant.

The machine learning methods that are discussed in the paper include, Partial
Least Squares (PLS), Principal Components Regression (PCR), Generalized Linear
Models (GLM), regression trees and Neural Network (NN). These machine learning
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methods are compared to an Ordinary Least Square (OLS) method and other linear
models (Gu et al., 2019).

Performance

As mentioned before, Gu et al. (2019) implemented these models and applied them
to data of almost 30.000 stocks over the period of 1957 to 2016. The data per stock
include 74 dummy variables to represent the industry sector, time series variables
and characteristics of each stock, like size, growth in shareholder equity and book-
to-market ratio (i.e. the difference between the company’s book value and market
value). In this study, "[The researchers] find that trees and neural networks unam-
biguously improve return prediction". Note, that they find that the neural networks
perform better for larger and more liquid stocks. This indicated that neural net-
works do require larger amount of data to preform well. Further, they state that the
generalized linear model does not consistently outperform the linear models. The
lack of predictor interactions may be the reason for this result as the predictors in
this research are highly correlated.

Krauss et al. (2017) also looks into (deep) neural networks with one and three hid-
den layers, gradient-boosting trees, random forests and combinations of the models.
They conclude that in their application, one with a noisy feature space, the ran-
dom forest algorithm performs best. However, they note that the performance of
deep neural networks might still improve when the tuning is improved. But, the
best results are achieved when combining the individual models into an ensemble.
Suggesting that the models supplement each other. The methods of ensemble the
models can be looked into in further research.
The data used in the Krauss et al. (2017) research is data of the S&P 500, an index
containing the leading 500 companies in the US stock market, from January 1990 to
October 2015. The survival bias, only taking into account stocks that done well in-
stead of also looking at stocks that did not survive, is omitted by a binary matrix.
The binary matrix contains a one if the stock was also present in the subsequent
month, and zero otherwise.

Aubry et al. (2019) evaluates the valuation of illiquid, heterogeneous assets: paint-
ings. These asset’s values are linked in a complex way with hard to quantify charac-
teristics. The data consists of paintings that have been auctioned between 2008 and
2015, resulting in a dataset with over 1.1 million paintings. The neural network they
propose works significantly better than the standard hedonic prising model often
used in these settings. They find that the machine learning model can help to correct
the biases in expectations formation by human experts.

Another study on evaluated illiquid assets is conducted by Erel et al. (2018), who
try to evaluate nominated directors using machine learning. They conclude that
the machine learning algorithms accurately predict whether or not a director would
preform poorly, especially the Boosted tree algorithm XGBoost. The data used for
the research is that of directors appointed between 2000 and 2011 for the training set
and two years of appointed directors for the test set, resulting in a test and train set
of over 41,000 directors. Note that this data set is significantly smaller than the data
set used in the three above mentioned researches. This may be the reason for the NN
to be outperformed by the XGBoost algorithm.
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Appendix C

Activation Functions

The choice of the activation function should be thought through. The different func-
tions will yield different result. Therefore, an overview of the most common used
activation functions will be presented. In Table C.1, the plots and formulas of each
of the discussed functions can be found.

Logistic Sigmoid
Pros:

• Smooth gradient

• The range of the function lies between 0 and 1, normalizing the input variables

• The function makes a clear distinction between everything above 2 and every
thing below −2, resulting in clear classification predictions.

Cons:

• Vanishing Gradient

• Outputs are not centered around zero

• Computationally expensive

Hyberbolic tangent (tanH)
Very similar to the logistic sigmoid function, however this function ranges from −1
to 1, making it more useful if negative output values are appropriate

Rectified Linear Unit (ReLU)
Pros:

• Computationally efficient, network quickly converges

• The function is non-linear

Cons:

• If the input data is negative or close to zero, the ReLU function will become 0,
resulting in a model that cannot learn

Leaky ReLU
Pros:

• Similar to the ReLU function, but prevents the function to become zero too
quickly

Cons:

• The addition makes the results inconsistent for negative input values

(Missinglink.ai, n.d.)
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Name Function Derivative Plot

Sigmoid φ(z) = σ(z) = 1
1+e−z φ′(z) = σ(z)(1− σ(z))

TanH φ(z) = TanH(z) e2z−1
e2z+1 φ′(z) = 1− TanH2(z)

ReLU φ(z) = ReLU(z) = max(0, z) φ′(z) =

{
1 z > 0
0 z ≤ 0

L-ReLU φ(z) = ReLU(z, α) =

{
αz z < 0
z z ≥ 0

φ′(z, α)

{
−α z < 0
1 z ≥ 0

TABLE C.1: Overview of the different activation functions and their
characteristics.
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Appendix D

Results Revenue and Sales Model
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Appendix E

Time Series Model
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Appendix F

Customer Segmentation Models
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