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Abstract

This research addresses the challenge of efficiently scaling cloud resources in real-time
to minimize cost and energy consumption. We used Recurrent Neural Networks and
Long Short-Term Memory models to forecast the computational load of cloud resources,
which proved to be quite successful. We developed a scaling model that maps the com-
putational load forecasts to a capacity level, or service tier, for the cloud resource. The
proposed solution yielded significant improvements in resource utilization and achieved
cost savings of up to 80% compared to current static approaches. Although the model
effectively predicted computational load and scaled resources efficiently, it suffered from
excessive scaling, which may significantly affect resource usability in practice. Further
research is required to refine the proposed solution and mitigate this issue.
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Chapter 1

Introduction

The global cloud computing market has seen rapid growth, with its size estimated at
approximately 630 billion dollars in 2023. The market is expected to expand further,
reaching approximately 3 trillion dollars by 2033 [1]. As demand for cloud computing
continues to increase, this expansion also drives a significant rise in the industry’s
carbon footprint. Nowadays, the carbon footprint of cloud computing exceeds that of
the airline industry [31].

Customers can leverage cloud computing services through cloud providers like Azure,
Amazon Web Services and Google cloud. Users can use all sorts of services and com-
putational power, such as virtual machines, databases, micro-services and networking
technologies, for which they are charged based on how much they reserve or use. In
practice, the customer’s focus is usually on ensuring there is enough capacity reserved
to meet the demand, while overcapacity and its associated costs are often overlooked.
This leads to higher energy consumption and costs than necessary, which is financially
inefficient and environmentally damaging.

This study is significant because it addresses the issue of excessive energy use and
financial waste due to over-reservation of computational resources in cloud environ-
ments. By optimizing the reservation of cloud resources, we can achieve substantial
cost savings and reduce energy consumption.

The research question that was formulated for this research, is:

“To what extent can advanced analytics, such as Machine Learning, be used
to predict cloud computation load in real-time and dynamically scale cloud
resources to minimize cost and energy usage?”

This research will focus specifically on Azure Web Apps, DTU-based Azure SQL
Databases, and vCore-based Azure SQL Databases, as for these resources data was
available. The findings and conclusions of this research aim to improve the efficiency of
resource reservation in cloud environments and provide valuable insights for industry
practices.

In Chapter [2, we provide a background of relevant information for this research. In
Chapter |3 we examine the available data and analyze the different features that are
present in this data. In Chapter |4] we outline the choices made during the modelling
phase of this research and present the modelling results. In Chapter [5| we interpret
the results from the modelling Chapter and assess the implications of these results. In
Chapter[6], we summarize the findings of this research and answer the research question.
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In Chapter [7, we explore limitations and future work, and offer our recommendations
to Info Support based on this study.



Chapter 2

Background

In this chapter, a background of relevant information for this research is given. In
Sections and we introduce Cloud computing in Azure and the Azure resources
that will be focussed on in this research. In Section we explain the different ways
of scaling the computational power of the resources. In Section and we discuss
different types of models that can be used to forecast time series and methods to scale
resources based on these forecasts. In Section we consider different ways of splitting
the available data into train, validation and test sets.

2.1 Cloud computing in Azure

Cloud computing is the delivery of computing services that are not hosted on-premise,
such as databases, servers, web applications, networking and Artificial Intelligence.
Cloud computing offers many benefits opposed to on-premise resources, such as cost
efficiency, flexibility (easy up- and downscaling of resources), scalability and security
[5l, 134]

The three most prominent players in global cloud computing are Amazon Webser-
vices, Microsoft Azure and Google Cloud, having a global market share of 34%, 21%
and 11% respectively, totalling to a 66% combined market share [I5]. The global cloud
infrastructure spending was approximately 57 billion dollars in 2022.

The cloud resources that will be focussed on in this research are hosted in Azure,
which is Microsoft’s public cloud platform. In the next section, the different types of
the available Azure resources will be discussed.

2.2 Cloud resources

In this research, we consider data from three different types of cloud resources, namely
Azure Web Apps, DTU-based Azure SQL Databases and vCore-based Azure SQL
Databases. As Azure Web Apps have an underlying Virtual Machine that they run
on, we address Virtual Machines as well. The computational units, which are measures
of processing power such as the number of CPU cores, are explained per resource type.
The up- and downscaling of the resources by adding or removing computational units
is discussed in the next section.
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2.2.1 Virtual Machines

An Azure Virtual Machine (VM) is a computer-like machine that is hosted in Azure
[19]. Just like a normal computer, a VM has RAM, a CPU, storage and can also
connect to the internet if required. An important difference between VMs and normal
computers, is that normal computers are made up from hardware, such as RAM sticks
or a physical CPU, while VMs exist only as code, as software-defined computers within
physical servers. The main computational units that make up a Virtual Machine in
Azure, are virtual centralized processing units (vCPUs) and random access memory
(RAM).

2.2.2 Azure Web Apps

Azure Web Apps are web-based applications that are hosted in the Azure App Service
(AAS), which is a fully-managed platform as a service (PaaS) for building applications
in Azure [26]. AAS supports a wide range of programming languages, such as .Net,
Java, PHP and Python. Furthermore, users pay only for the computational resources
they use, which are determined by the App Service Plan in which the app is run.

The App Service Plan can be seen as one or more underlying Virtual Machines that
run the Web Apps. Therefore, to change the computational resources that is available
to the Web Apps, is to change the computational resources or count of the Virtual
Machines underlying to the App Service Plan. Therefore, the computational units that
are relevant for Azure Web Apps, are also vCPUs and RAM.

2.2.3 Azure SQL Databases

SQL Databases are computational systems that store and organize structures sets
of data in collections of tables, that use SQL Server [20]. Naturally, an Azure SQL
Database is a SQL Database that is hosted in Azure, providing many benefits, such
as automatic patching, maintenance, and scalability. All SQL Databases communicate
using structured query language (SQL).

There are two different cost models for Azure SQL Databases, namely DTU-based
and vCore-based models [21]. A Database Transaction Unit (DTU) is a computational
unit that encapsulates a combination of CPU power, memory and data I/O resources.
Increasing the number of DTUs increases the capacity to handle concurrent users and
process query workloads. DTUs are designed to simplify the process of selecting an
adequate performance level for the database, which is convenient for this research. The
vCore based model is similar to the model that VMs use, as a vCore is practically a
part of a vCPU. The amount of RAM that is available per vCore is set at 5.1GB.

2.2.4 Costs

In Cloud environments, users pay for the amount of computational resources or services
they use. This means that when a user for example needs a more powerful database,
the corresponding costs of reserving this will be higher. However, a resource instance
should be able to successfully execute its task using the reserved computational power.
Thus, selecting an adequate computational tier is a trade-off between the resource
instance’s ability to perform its task and corresponding costs. If a database experiences
fluctuating computational demand the service tier can be changed, which is called either
upscaling or downscaling, depending on whether the computational power is increased
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or decreased respectively. The different types of scaling are discussed in more depth in
the next section.

2.3 Scaling

In Azure, there are typically two types of scaling a resource, namely horizontal and ver-
tical scaling [22]. Horizontal scaling means adding or removing instances of resources
used by a workload. An example of this is extending the number of VMs that run an
application from two to three VMs. In contrast to horizontal scaling, vertical scaling
keeps the number of resource instances constant, but changes the number of computa-
tional resources that is available to the resource instance, such as CPU power or RAM.
An example of this is changing the amount of RAM for a VM from 8GB to 16 GB. Per
resource type, there are predefined service tiers, which correspond to a fixed number
of available computational resources, such as the amount of RAM, CPU power and
storage.

Both horizontal and vertical scaling have distinct benefits which can make one op-
tion more suitable over the other, depending on the tasks of the resource. Horizontal
scaling offers a higher fault tolerance, as other compute instances can potentially take
over the tasks of a failing instance. However, increasing the number of compute in-
stances also increases the number of for example Windows or Linux systems that are
running, causing computational overhead. Scaling vertically does not have this issue,
as the number of separate instances that are running remains the same.

2.3.1 Virtual Machines

Virtual Machines can generally be scaled vertically, and in some cases also horizon-
tally. A standalone Virtual Machine can be scaled vertically by changing the number
of vCPUs and amount of RAM that is available to the VM. There are multiple special-
isations among Virtual Machines, such as ’Compute optimized’, 'Memory optimized’
and ’General Purpose’ [24]. The type of VM that is best suited will depend on task for
which the VM was created.

VMs can also be part of a "Virtual Machine Scale Set” (VMSS), which is a collection
of VM instances. Horizontal scaling can be done by increasing or decreasing the number
of instances that run an application. By adding or removing VM instances from the
scale set, the total computational capacity of the VMSS can be increased or decreased
respectively [23].

2.3.2 Web App

The resources available to the Web App can be scaled up by increasing the computa-
tional resources of the App Service Plan of which the Web App is part of [27]. The
App Service Plan can be scaled either horizontally or vertically. Horizontal scaling
can be performed by scaling the number of Virtual Machines that run the Web App.
The maximum number of Virtual Machines that can run the Web App is 30. Vertical
scaling is performed by changing the number of vCPUs and amount of RAM.

For Web Apps, three different types of computational plans are available, namely
Basic, Premium and Isolated. The Basic Service Plan has 3 tiers, ranging from $0.018
to $0.07 per hour. When higher reliability, horizontal scaling and better performance is
important, the Premium Plan can be used. The 9 tiers of the Premium Plan range from
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$0.210 to $5.824 per hour. Thus, running the highest Premium tier on full capacity costs
approximately $140 per day. The most expensive plan is the Isolated Plan, ranging
from $0.562 to $17.984 per hour. This plan offers very high scalability in an isolated
and dedicated environment, which can be necessary in specific scenarios.

The type of plan for which applying the scaling model will be most relevant, is
the Premium Plan. The costs corresponding to the higher tiers in this plan make
it potentially profitable to invest time and effort into dynamically scaling the Plan.
Furthermore, the Premium Plan is generally used significantly more than the Isolated
Plan, as in many cases the benefits of the Isolated Plan that lead to higher cost are
excessive. However, all methods described in this research are also applicable to other
scaling plans.

2.3.3 Azure SQL Databases

As discussed earlier, two different computational models are available for Azure SQL
Databases, namely DTU-based and vCore-bases databases. For vCore-based databases,
the number of virtual cores, amount of memory, amount of storage and storage speed
can be adjusted. DTU-based databases can be scaled by changing the number of DTUs
and changing the amount of storage that is available to the database.

2.3.4 Current autoscaling methods

For Virtual Machines, Azure has an inbuilt horizontal autoscaling option. This au-
toscaling can be performed either rule-based or schedule based. Rule-based scaling
occurs based on user-defined thresholds for selected computational metrics. Users can
for example create a rule that scales the number of Virtual Machines in the scale set
when the average CPU utilization is above 70% for more than 10 minutes. Schedule-
based scaling is scaling that occurs on a user-defined schedule, such as every day at
7:00. There are however drawbacks to both available autoscaling methods.

According to Microsoft [25], performance-based rules may impact application per-
formance before the autoscale rules trigger and new Virtual Machine instances are
provisioned. Furthermore, when sudden high load occurs, the Virtual Machine must
first be potentially underprovisioned for the threshold duration of the scaling rule,
whereafter the Virtual Machine pool must scale, potentially further impacting per-
formance. The schedule-based autoscaling is a less flexible method that is based on
static assumptions of future load metrics, not taking into account the current and fu-
ture computational metrics. This potentially causes the scale set to scale too early, or
during high computational load. Dynamically predicting and anticipating on compu-
tational load can potentially increase the likelihood that the Virtual Machines are not
underprovisioned, and scaling at appropriate moments.

Predicting Autoscaling is a currently available feature for Virtual Machine scale
sets and App Service Plans, which can dynamically predict the overall CPU load and
horizontally scale the scale set, anticipating on predicted demand. However, the CPU
load is the only variable that is used for the forecasts, both as predicting and predicted
variable. This means that other computational load metrics that are relevant for Virtual
Machines, such as RAM usage, are not considered. Furthermore, this feature can only
be used to horizontally scale a VM scale set, making it a feature only to be used in one
specific scenario for VMs.
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2.4 Forecasting models

This sections discusses models than can potentially be used to predict the computa-
tional load of cloud resources and applications of these models in literature.

2.4.1 ARMA and ARIMA

Autoregressive Moving Average (ARMA) models are regressive models that model a
time series based on the idea that the current value of a time series can be explained by
past values of the same time series [36]. An extension of this model, the Autoregressive
Integrated Moving Average (ARIMA), first differences the relevant time series a number
of times before fitting an ARMA model on the differenced time series. In both cases,
the time series is modelled by only its own values and corresponding errors.

Calheiros et al. [4] used an Autoregressive Integrated Moving Average (ARIMA)
model to predict computational loads of a collection of Virtual Machines in a cloud en-
vironment. The Mean Absolute Percentage Error (MAPE) was equal to 9%. However,
the forecasted metric showed strong cyclic behaviour, together with more inaccurate
predictions whenever the metric deviated slightly from the cycles. This means that the
obtained results are less generalizable than the results of other papers.

Roy et al. [32] obtained very accurate results predicting the number of clients in a
cloud environment over a period of 500 hours using an Autoregressive Moving Average
(ARMA) model. In this case, there was also a clear cyclic pattern present in the
forecasted values. However, deviations from this cyclic pattern were fitted correctly.
Furthermore, a cost model was used to allocate numbers of virtual machines over time,
based on the predicted number of clients. In this model, costs were associated with
violating Quality-of-Service (QoS) measures.

The limitation of ARMA and ARIMA models is that they predict a single time series
only based on patterns in the time series itself, such as moving averages of historical
values. When there are meaningful feature values that are believed to have predictive
power, such as the time of day, other models can be used. Relevant examples of those
models are discussed in the next section.

2.4.2 Recurrent Neural Networks

Recurrent Neural Networks (RNN) are a neural network architecture mainly used for
detecting patterns in sequential data [33]. The difference between Feedforward Neu-
ral Networks and Recurrent Neural Networks is how information is passed through
the network. While Neural Networks have different layers that pass through numeric
information, a RNN transmits the output of a layer back into itself, hence the term "re-
current”. This allows the model to detect and learn patterns over multiple observations
in a sequence.
The following hyperparameters are relevant for RNNs:

Number of layers
Number of units per layer
Dropout rate

Learning rate

Activation functions

Optimizer
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The number of layers refers to the number of LSTM layers that are stacked on
top of eachother, while the number of units per layer indicates how many nodes are
present in a single RNN layer. Increasing the number of layers or units per layer allows
the model to learn more complex patterns present in the data, but also increases the
computational cost and the risk of overfitting.

Dropout is a regularisation technique to improve the generalization of neural net-
works [6], [17], aiming to avoid overfitting in neural networks. Dropout refers to the
act of randomly multiplying the output of nodes with 0, or ”dropping” the output of
these nodes. Implementing this for the training process causes the model to learn the
output based on a dynamic selection of inputs instead of all inputs, providing a more
generalizable predictive model.

The step size in which the model updates its weights and biases during training is
given by the learning rate. Choosing a learning rate too low can result in slow training
and convergence to local optima. Choosing a learning rate too high can cause the
learning process to not converge, or jump over well performing optima in the highly-
dimensional loss space.

The activation function is the function that is used to transform the weighted inputs
of a node, which can be chosen per RNN layer. Widely used activation functions are
the Hyperbolic tangent (tanh), sigmoid function and the Rectified Linear Unit (ReLU)
[13]. The goal of activation functions is to introduce non-linear behaviour in the output
of the RNN layers.

The algorithm that adjusts the parameters (weights and biases) of neural networks
is called the optimizer. Simpler optimizers, such as stochastic gradient descent, uses
the gradient of the loss function to adjust the weights in a way that the value of the loss
function should improve. More advanced optimizers, such as Adapative Momement Es-
timation (Adam) or Nesterov Adam (Nadam), smartly use for example moving averages
of gradients to determine adaptive learning rates to improve the learning process.

Zhang et al. [41] used an RNN to predict the computational workload in a Google
cloud cluster, by using the CPU and RAM metrics over time. They showed that the
RNN based method was suitable for forecasting the load, yielding accurate results and
consistently outperforming an ARIMA model. The lowest Mean Squared Error that was
obtained for the standardised CPU and RAM were equal to 2.76 % 107 and 1.51 % 107°
respectively. The proposed future work for this research was trying more complex
recurrent models, such as the Long Short-Term Memory, which will be discussed in the
next section.

Duggan et al. [8] predicted host CPU utilization in a cloud environment using RNNs
with relatively high accuracy results when predicting 15 minutes into the future. The
forecasting error and error variability increased linearly when increasing the length of
the forecasting window, which is to be expected.

An important issue that can arise when training RNNs; is the vanishing or exploding
gradient problem Hochreiter [11]. The vanishing or exploding gradient problem occurs
when consecutive gradients are propogated throughout many layers of the network.
As the gradients in the network are multiplied during the backpropogation, the final
gradients can exponentially decline towards zero (vanishing) or grow to a very large
number (exploding). A vanished gradient causes the eventual weights to be updated
only marginally, strongly influencing the rate of convergence and eventual model per-
formance. An exploding gradient causes the eventual weights to be updated excessively,
leading to unstable training and potentially resulting in diverging model parameters.
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To properly handle these potential problems, specialized RNN architectures were em-
ployed, such as the Long Short-Term Memory.

2.4.3 Long Short-Term Memory

Long Short-Term Memory (LSTM) models are a widely used extension of the Recur-
rent Neural Network, designed to properly handle the vanishing or exploding gradient
problem [10}[35]. Another important improvement is the introduction of ” gates”, which
control the information flow for example by determining which internal signal to am-
plify or weaken, or to determine what signals output gets sent to the next unit. Also,
the memory mechanism of the LSTM is more sophisticated. Furthermore, the model
is able to handle noise over time as well [12]. All mentioned improvements allow the
model to learn long-term dependencies more effectively, generally translating to better
performance in practice compared to that of RNNs. As the architectural changes did
not introduce any new hyperparameters, the RNN hyperparameters apply to the LSTM
as well.

Yadav et al. [40] predicted the hourly average load of a distributed server in a cloud
environment for an interval of 24 hours using LSTM models. The models were quite
performant, obtaining a mean absolute error of 0.043 for the normalized load.

Nguyen et al. [30] used an LSTM with an encoder-decoder model to forecast the
Google cluster workload traces with satisfying results. The dataset was very diverse,
containing over 25 million tasks across more than 12.000 hosts over May 2011. The
time interval between records was five minutes. The proposed method yielded consis-
tently better results over a conventional LSTM model, especially for longer prediction
windows. An important thing to note is that the results were only marginally better
for prediction windows between approximately 40 and 160 minutes, or 8 and 32 obser-
vations respectively. The forecasting window in this research will be smaller than the
lower bound, as will be discussed in Section [3.5.2]

Zhong et al. [42] implemented LSTM models to forecast the number of requests
that arrived at a VM. The forecasted number of requests was then used as input
for a Q-Learning agent, that determined whether to scale or not to scale the VM.
The proposed approach decreased SLA violations by up to 20% to 30%, indicating a
sufficiently performant forecast.

2.4.4 Prediction window

The time interval for which the computational load should be predicted, or the predic-
tion window, is dependent on the time it takes for the resource instance to scale. The
prediction window should start after the time it takes to scale the resource instance, or
the scaling window, as is is not useful to forecast the computational load for moments
for which we cannot scale the resource instance early enough. For example, predicting
the computational load for the next 5 minutes, while the resource instance takes 10
minutes to scale is not useful, as we cannot scale the resource early enough to match
the predicted demand. Thus, in this case, the prediction window should start after 10
minutes from the current moment. Next, we will determine the length of the scaling
window per resource type.
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Scaling and Prediction Windows

Input window
12 7 3 Scaling window
Prediction window

T
tt+1 —+7 t+10
Figure 2.1: Input, scaling and prediction window for the Web Apps

Startup times Virtual Machines

Because a new VM compute instance must be created when a VM is scaled either
horizontally or vertically, the average startup time will be considered as the scaling
time for a Virtual Machine. Furthermore, because the App Service Plan for a Web App
has an underlying Virtual Machine, we also consider the startup times for a Virtual
Machine as the scaling time for an App Service Plan.

Mao and Humphrey [18] found that the average startup time for Azure VMs was
approximately between six and seven minutes. Because the frequency in which the
available data is present is one minute, the forecasting window must be at least seven
for the Virtual Machines and Web Apps.

Azure SQL Database

For Azure SQL Databases, scaling from one computational tier to another generally
takes under five minutes per database, or under one minute per GB of space used,
depending on the current and objective computational tiers [28].

Having determined the length of the scaling window, we can now investigate the
length of the prediction window. The load values predicted in the prediction window
are the values on which the scaling decision will be based. To prevent the scaling model
from directly up- and downscaling when a single predicted load value is high or low, we
can base the scaling decision on the average value over multiple observations instead.
This way, the scaling mechanism is more robust, as volatility in the forecasts has a
less direct and drastic impact on the scaling decisions. The length of the prediction
window would then be a measure of the sensitivity of the scaling model. When it is
vital that the predicted computational load is satisfied, a short prediction window is
necessary. Thus, it can also be thought of as how important it is that the forecasted
computational load is satisfied.

Figure gives a visual representation of the input window, scaling window and
prediction window for the Web Apps. The specific lengths of the input and output
windows will be discussed in sections and

2.5 Scaling model

2.5.1 Rule-based

A rule-based scaling model indicates whether a resource should be scaled based on
thresholds for computational metrics. Lower and upper thresholds are defined for
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which the resource should scale up or down if the computational load exceeds or drops
down the threshold respectively. Choosing the correct threshold values for both the
lower and upper bound is important, as these values can directly influence if or when
an upscaling or downscaling action is triggered, thus affecting performance and cost
objectives [38]. Using a high upper bound can reduce total cost, while potentially also
decreasing performance, and vice versa.

Mohan Murthy et al. [29] defined such thresholds, namely that the VMs in question
should be downscaled when the vCPU or RAM utilization dropped down 25%, or
upscaled if it exceeded 80%. Suleiman and Venugopal [38] formulated two thresholds
for scaling a web server based on the CPU load. Both lower bounds were equal to 30%.
The upper bound was chosen to be either 75% or 80%. However, these methods only
account for scaling up or down a single step in the service tier hierarchy, per scaling
decision.

2.5.2 Tier based

Another method is to determine what future service tier would be most appropriate for
the resource based on the predicted computational load, and then scale to that specific
tier. This way, we can span multiple tiers in a single scaling decision, without needing
to incrementally scale up or down.

When scaling decisions are based on multiple computational load metrics, we can
select the cheapest suitable tier that satisfies the predicted computational load per
metric and union them. We can then take the highest tier of this union, to make sure
that we satisfy all future computational load metrics. For example, when the forecasts
of three computational load metrics are used for the scaling decision, we take the three
cheapest service tiers that satisfy each individual metric and union them. We then take
the highest service tier within this union as our final tier that satisfies the computational
load for all metrics. The assumption here is that the amount of computational resources
is non-decreasing when choosing a higher, more expensive service tier, which is the case
for all service tiers in this research. In this study, we will consider a tier-based scaling
model.

2.5.3 Scaling performance measures

To evaluate the performance of the scaling model, we formulate multiple numerical
performance measures. These performance measures can be used to evaluate the ef-
fectiveness of the scaling mechanism and compare the obtained performance to the
current situation. The performance measures and their pseudo-definition are given in
Table When applicable, these performance measures will be calculated for each
target feature.

The utilization of the resources can be seen as the efficiency of the total cost. Since
the necessary amount of computational power is fixed, a higher resource utilization
indicates a lower average capacity, leading to greater cost savings. The lacking capacity
percentage when the resource was underprovisioned represents how much capacity was
missing on average for all observations for which the available capacity was insufficient.
The importance of this performance metric is application dependent.
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Measure Pseudo-definition

Time underprovisioned
Total time

% of time underprovisioned

% lacking when underprovisioned MAPE for all observations
where lacking

Capacity used
min(Total capacity, Capacity used)

% utilization of resources

Time spent scaling

% of time spent scaling e T

Table 2.1: Pseudo-definitions of scaling performance measures

Input metrics Data preparation Forecasting Scaling model

Figure 2.2: Full overview of dynamic scaling mechanism

2.5.4 Full mechanism overview

The decision to up- or downscale is made each minute in real time. Each minute,
when another observation of all computational metrics is available, we use the most
recent observations as input for the forecasting model. This model then forecasts the
target features during the forecasting window, as shown in Figure The scaling
model will then map the average computational load over the forecasting window to
the corresponding service tier, as described in the previous section. When the expected
suitable service tier differs from the current service tier, we scale to the target service
tier. When the decision to scale is made, we will wait until the resource is scaled,
until we continue the process. Figure gives an overview of the full dynamic scaling
mechanism.

In Section we will further delve into possible architectures for the scaling mech-
anism, using available Azure services.

2.6 Dataset splitting

While modelling data using Machine or Deep Learning techniques, it is important to
preprocess and split the data so that the investigated models can be trained, validated
and tested correctly. It is important that the data that is used to finally estimate the
models true performance, also known as the test set, is kept aside during the model
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Figure 2.3: Dataset splitting for Last-block evaluation [3]

building and selection procedure. This prevents pollution of the final evaluation results,
as the models should be evaluated on new data, meaning data that the model has not
seen yet.

A common way of splitting time series data into train, validation and test sets
is last-block evaluation [3]. Last-block evaluation splits the time-series dataset into
training, validation and test sets in a chronological order. This way, the model will
be evaluated or tested on data that comes after the data the model was trained on.
Figure gives a visual representation of a time-series, split into the different sets
using last-block evaluation.

Evaluating the model during training based on how well it predicts future values
is logical, as this precisely is its task in production. During training, the model is
evaluated based on its performance to predict the next values, namely the validation
set. When model architectures are selected using the training and validation set, the
final performance is estimated based on unseen future values, the test set. The final
results should therefore be representative for the eventual performance in production.

Furthermore, splitting the data in this manner prevents individual observations to
be used in more than one of the mentioned sets. Using observations in multiple sets
causes the model to be evaluated on observations it has already seen, polluting the
reliability of the performance metrics. In between the sets in Figure a small gap of
unlabeled observations can be seen. This is done so that the observations of the time
series per set are non-overlapping.

Snijders [37] experimented with the use of blocked cross-validation, which is a more
advanced version of last-block evaluation. In his study, there were no clear result
improvements over the last-block evaluation. As the last-block evaluation is a less
complex and more straightforward approach, this was the recommended technique for
validating time series models during the model selection procedure.

In this research, we will be using the last-block evaluation method as shown in the
figure. The training, validation and test set sizes will be 60%, 20% and 20% of the
total dataset respectively, as these are widely used proportions.
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2.7 Conclusion

This research will focus on dynamically predicting computational load for Azure Web
Apps and Azure SQL Servers, and scaling the resources based on these predictions.
The forecasting models that will be considered during this research, are the Recurrent
Neural Network and Long Short-Term Memory models, as these models are consistently
performant and popular in similar research that is present in literature. Scaling the
cloud resource instances will be done using a tier-based scaling model, based on forecasts
of the relevant computational load metrics.

The research discussed in this thesis differentiates itself from similar work described
in this chapter by the level in which the forecasting and scaling models are applied and
the type of scaling model. The described research generally uses Machine Learning to
predict a single time series that represents the total computational load in a cluster of
resources in a cloud environment. Furthermore, similar research utilised a rule-based
scaling model. This research will focus on predicting the computational load of multiple
individual cloud resource instances using ML models and a tier-based scaling model.



Chapter 3

Data preparation

In this chapter, we explore the the available data per resource type. In Section we
list all features present per resource type. In Section we outline the steps taken to
prepare the data for the modelling part of this research. In Section we visualise
important variables and relations between variables. In Section we explore other
datasets originating from Web Apps hosted in a production environment. In Section
we discuss the form of the input and output data.

3.1 Data availability

3.1.1 Web App
The variables that were logged for the Web App are as follows:

Timestamp on which the record was logged

Average response time of the Web App

Total CPU time that the Web App used

Total Data used as Input for the Web App

Total Data used as Output for the Web App

Average handle Count of the Web App

Total Bytes that the Web App read during runtime
Total Bytes that the Web App wrote during runtime
Average amount of memory the Web App occupied
Total number of requests that the Web App processed

In the previous chapter we discussed that the App Service Plan’s scalable computa-
tional resources were the number of vCPUs and the amount of RAM. These computa-
tional resources directly correspond to the 'total CPU time’ and the ’Average memory
working set’ variables that are present in the data.

The first six Web apps run in the same App Service Plan. This App service plan
is hosted in the same cloud environment as all of Azure SQL databases. Web app 7 is
hosted in a separate App Service Plan, in another cloud environment.

'Handles are a concept in operating systems, which generally represents a reference to an operating
system resource, such as files, memory objects, network connections and database connections. Poorly
optimized code or infrastructure design can introduce a large amount of simultaneous handles, causing
potential latency. However, nowadays this generally does not cause problems anymore, due to the large
handle capacities of storage devices, and better optimized code and infrastructure.

15
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3.1.2 Azure SQL Database (DTU based)
The following variables were logged for the DTU-based Azure SQL databases:

Time at which the metrics were recorded.

CPU utilization percentage

Percentage of DT'Us used

Number of DTUs used

Percentage of log write operations

Count of active sessions or connections

CPU utilization percentage for the SQL Server instance
Memory utilization percentage for the SQL Server instance
Percentage of CPU core utilization by the SQL Server process
Percentage of system memory utilized by the SQL Server process
Size of the temporary database’s data files

Size of the temporary database’s transaction log files

For the DTU-based databases, the feature that directly correspond to the database
performance is the Number of DTUs used.

3.1.3 Azure SQL Database (vCore based)

For the vCore-based Azure SQL databases, the following variables were present:

Current CPU usage

CPU usage percentage

Maximum allowed CPU usage

Billed CPU usage by application

Application CPU usage percentage
Application memory usage percentage

Data storage space

Storage usage percentage

Reserved data storage space

Percentage of time spent writing logs

Storage usage percentage for Extreme Transaction Processing
Percentage of time spent reading physical data
Percentage of utilized workers

Number of active sessions

Percentage of used sessions

Indication of successful connection

Size of log backups in bytes

Size of full backups in bytes

Size of differential backups in bytes

The variables that directly correspond to the amount of consumed computational
units are the CPU usage and the memory usage percentage.

3.1.4 Logging duration

The moment from which the data was present, differed per resource. Table shows
per resource the number of consecutive days for which data was present. The end of
the logging duration was the first of April for all resource instances.
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Resource Number of days
Web app 1 20
Web app 2 20
Web app 3 34
Web app 4 34
Web app 5 34
Web app 6 34
Web app 7 60
AzureSQL DTU 1 20
AzureSQL DTU 2 20
AzureSQL DTU 3 34
AzureSQL vCore 1 20
AzureSQL vCore 2 20

Table 3.1: Number of consecutive days for which data was present per resource

3.1.5 Target features

The target features that will be predicted during this research, are the features that
directly correspond to the usage of the computational units.
Table gives these target variables per resource type.

Resource type

Predicted variables

Web Apps
AzureSQL database (vCore)
AzureSQL database (DTU)

CPU time & RAM usage
vCPU time & RAM usage
DTUs used

Table 3.2: Predicted variables per resource type

Section will focus on exploring these predicted variables and their relation to

the input features.

3.2 Data preprocessing

Kotsiantis et al. [14] identified the following six steps of data preprocessing for super-

vised machine learning tasks:

Outlier detection
Missing feature values
Discretization
Feature selection

Feature engineering

Normalization

2As we did not find any valuable applications for discretization for this data, we leave this part out.
3 As all available data could potentially possess predictive power and the number of available features

was not high, we did not drop any features.
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As it became apparent that the data regarding the Azure SQL databases was not usable
for this research, we focus on the Web app data in this section. We will further discuss
the Azure SQL database data in Section [3.3]

3.2.1 Outlier detection

Outliers that were present in the data were not removed, as they can contain valuable
information about the computational load for the resources. As we will see in Section
there are relatively very high values present in for example the CPU time of the
Web apps. These values should however not be removed, as it is important that high
values of the predicted variables are modelled correctly.

3.2.2 Missing feature values

A small number of observations around the start of the logging period that contained
missing feature values were removed. For many resource instances, the first hour con-
tained some ranges of missing values. To combat this, the first observations that con-
tained a relatively high amount of missing feature values were removed. This was de-
termined by manually investigating the first observations per resource instance. When
there were first observations to be dropped, the logging period that was dropped was
between one and two hours long.

For Azure Web Apps, there were three features that contained a higher amount
of missing values than other features, namely ”"Data In”, ”Data Out” and ”Number
of requests”. When investigating the data, it was observed that the variables only
contained missing feature values when the other features implied inactive behaviour.
During periods where for example many requests were arriving to the Web App, all
feature values were consistently and correctly registered. Because of this behaviour,
the missing feature values were regarded as inactive behaviour. Thus, for a missing
value the value that corresponded to inactive behaviour was imputed. For example,
the number 0 was imputed for missing values of the number of requests. Apart from at
the start of the logging period, no longer periods of missing values were found. However,
some individual missing values were found that were linearly interpolated, so that the
missing values would be imputed with realistic values.

The reason that we impute the missing values instead of dropping them, is that
all time series elements need to be consecutively logged values. When dropping obser-
vations, the formed time series do not consist of directly consecutive values anymore,
potentially causing the eventual forecasting model to learn patterns that in reality are
not there.

3.2.3 Feature engineering

As Section shows that there is a profound difference between the computational
load for the Web apps during the weekend and weekdays, we expand the input features
with information about the day of the week and time of day on which an observation
was logged. The five features that were added, were the hour of the day, together
with four boolean features that indicated whether the observation was logged during
the morning, afternoon, evening or night. Furthermore, all features that were logged
in bytes, such as Data In/Out, were transformed to either Kilobytes or Megabytes,
dividing them by 1024 or 1024 respectively.
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Figure 3.1: Azure SQL database: Histogram of the used DTU and vCPU for all
databases

3.2.4 Normalization

To scale the different datasets to a range that is more suitable for the forecasting models,
the features of all datasets were normalized using the mean and standard deviation of
the training set. The data was normalized by first subtracting the mean and then
dividing by the standard deviation. This way, there is no data leakage between the
training, validation and test datasets, which is the usage of information during the
training process which would not be available at the moment of prediction. Using
either validation or test data for scaling the training data would be similar to using
data from the future for scaling the data in production, which is impossible.

3.3 Exploratory Data Analysis

In this section, we explore the data by visualising the available features and relations
between them. We aim to uncover potential patterns and important relations, which
can provide substantiation for the choices made in the later chapters. Furthermore,
gaining insight into the data used for training the models can help us interpret the
results more effectively.

3.3.1 Azure SQL databases

When inspecting the target variables for the Azure SQL database types, we do not see
any active behaviour in the computational usage. Figure shows a histogram of the
DTU and vCore usage of the Azure SQL databases. An important thing to note in this
figure is the logarithmic y-scale.

The lack of activity in the computational metrics of the Azure SQL Databases is an
indication that the databases are not utilized as much as the Web Apps. Needless to
say, the only valuable comment that can be made regarding the Azure SQL databases,
is that they should most likely be scaled to the lowest computational tier possible. The
Web apps do however exhibit activity, which will be investigated further in the next sec-
tion. In some cases, methods like oversampling can be used to combat feature balance
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Correlation of predicted features with other features

CPU Time 0.45 0.28

Memory working set - 0.37 0.20

AN G g
NSRS T
& Q QY ;Y A -

<° SRR 3

BGPA R
ac\ J‘@, & ¥
& AR
- &
& &
o e

Figure 3.2: Web App: Correlation Matrix of target features with non-target features

present in datasets. However, the feature imbalance for the Azure SQL Databases is too
severe to be able to obtain meaningful results when using the oversampled observations
in both the training and validation sets.

Due to the exceptionally strong feature imbalance in both the input and target
features, the available data from the Azure SQL database cannot be used to obtain
valuable results. A forecasting model can only be reliably used for making predictions
using data that is similar to the data that was used to train the model. Thus, a
model trained on data from an inactive cloud environment cannot be used to fulfill
the goal of this research, namely dynamically scaling the resource based on fluctuating
computational demand. This is why we will not further use the data from the Azure
SQL databases.

3.3.2 Web App

Figure[3.2|shows the correlations between the target and input features with an absolute
value larger than 0.2. With this plot we aim to identify which features have a mean-
ingful relationship with the target variable, which can be beneficial for the eventual
performance of the forecasting model.

The two strongest correlations are between the CPU time and both the amount of
ingested data and number of requests. The correlation between the number of requests
and CPU time seems to be logical, as the number of requests determines how many
times the Web app is used, thus influencing the CPU time. Also, the amount of data
that is ingested also influences the total CPU time, as the ingested data must be
processed and can also be used in further calculations. One would perhaps also expect
a correlation to exist between the exported data and the CPU time, but this depends
on the purpose of the Web app. For example, if no data is exported, it is most likely
that no correlation will be present.

It is also logical that the handle count, which is the number of for example database
connections or memory storage references, has a positive correlation with the RAM
usage. As retrieved data must be stored in memory, having a higher amount of database
connections likely increases the RAM usage.

Seeing no strong linear correlations between the predicted features and input fea-
tures is not necessarily problematic, as there can be many other complex and non-linear
relations in and between the different features. As discussed in the previous chapter,
the modelling techniques used in this research are capable of capturing similar patterns.

Figure visualises the distribution of the CPU time and RAM usage for all Web
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Figure 3.3: Web App: Histogram of the CPU Time and RAM usage for all Web apps

105WebApp 1: CPU usage 105WebApp 2: CPU usage 105WebApp 3: CPU usage 105WebApp 4: CPU usage WebApp 5: CPU usage WebApp 6: CPU usage WebApp 7: CPU usage

10° 10° 10°

104 ~i 104 —‘ 104 104 —i 104 1‘ 104 —‘ 104

.. 103 | 103 103 103 103 103 103

.

H g 2 5 2 € £

$ 102 102 102 102 102 ’» 102 2102

s S S L S S S .

= 10! ’-’_h 10?1 101 H 10! 10! et 101 10! N
1°°|mmu” Ot 1T A 1°°|Hmﬂﬂﬂuw 1°°WHHHHH\” ol dilm IHM\ W\M

0 10 0 10 20 0 10 0 20 0 5 10 0 10 0 5 10

CPU Time cPU Time CPU Time CPU Time CPU Time cPU Time cPUTI

Ti
WebApp 1: Memory usage WebApp 2: Memory usage WebApp 3: Memory usage WebApp 4: Memory usage WebApp 5: Memory usage WebApp 6: Memory usage WebApp 7: Memory usage

104 104 1044 10 104 104 104 7[

103 103 10° 103 10 10° 103

S

g 102 £ 102 €102 € 102 € 102 £ 102 €102

H 8 8 3 3 8 | 8

= 101 10! 10! 10! 10! | 10! | | 10! | | | |
" M m - H - T I m S B 1

0 100 0 100 200 0 100 200 0 200 o] 100 0 100 [ 100 200
Memory working set Memory working set Memory working set Memory working set Memory working set Memory working set Memory working set

Figure 3.4: Web App: Histogram for the CPU time and used memory per Web app

apps combined. This helps us understand the overall scale of the distributions and
identify any potential outliers.

The CPU time of the combination of all Web Apps resembles a decaying distribution
with some high outliers. Despite the high number of observations with a relatively low
CPU time, only 299 observations had a CPU time equal to 0.

Figure shows the distributions of the CPU time and memory usage for all Web
apps. Understanding the differences between the distributions per Web App can help
explain potential differences in the forecasting results.

As can be seen in Figure the Web apps roughly resemble the same decaying
distribution for the CPU time, meaning that all Web apps generally have low CPU
activity, while some higher values are present in increasingly lower quantity. Web app
7 deviates the most from this pattern, having a distribution that contains more mid-
valued observations, relative to the other Web apps.

For the RAM usage some Web apps, like Web app 1, 3 and 6 approximately follow
an exponentially decaying distribution, since it is decreasing linearly on an logarithmic
scale. Other Web apps, like Web app 2 and 4 seem to be a distributed like a tailless
normal distribution. No Web apps have values around 0 MB RAM usage, as a Web
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Figure 3.5: Web App: Histogram for the number of requests for all Web apps combined

app requires a certain minimal non-zero amount of RAM to be able to run.

To make sure that the activity in the target variables is not caused by for example
periodic garbage collection or keep-awake processes, we also investigate the number of
requests that arrive at the Web apps. Figure shows a histogram of the number of
requests for all Web apps combined.

We can see that while the highest frequency occurs at the lowest values, there are
still plenty of observations with a higher number of requests. The distribution of the
number of requests resembles a quite steadily decreasing distribution. The number of
observations with a number of requests equal to 0 was approximately 176.000, while
there were approximately 167.000 observations with a non-zero number of requests.
This means that the activity that was visible in Figure is most likely not only
caused by other processes, but also by executions of the Web apps.

To gain insight into potential temporal patterns that are present in the compu-
tational behaviour of the Web Apps, we plot the CPU time over time. Figure
visualises the CPU usage per Web app over the period of an arbitrary weekday.

While some Web apps, like Web app 1 and 2, do not show any clear patterns in the
CPU activity over time, there seem to be some patterns visible for the other Web apps.
For example, Web app 3, 4 and 6 show increased activity starting from approximately
08:00, which would be the start of the working day. Web app 4 does not show this same
increase, but does have some peaks starting from 08:00 until approximately 16:00. The
most clear patterns can be seen in Web app 7 that shows no significant activity before
08:00, has non-zero CPU time over the entire working day, after which the CPU time
drops to very low values again.

To further investigate potential temporal patterns for Web App 7, we visualise the
usage of the Web App over time. Figure[3.7]shows the number of incoming requests for
Web app 7 in the period of April 4 to April 25!". We chose to visualise this period
as the relevant patterns were clearly visible over this period.

In this figure, we can see that there is a distinct difference between the behaviour
of the number of requests during the weekdays and during weekends. This behaviour
is logical, as Web app 7 is a Web app that is utilized by users throughout the working
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Figure 3.6: Web App: Line Plot of CPU Time for All Web Apps (1 Day)
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Figure 3.7: Web App: Line plot of the number of requests for Web app 7 over a period
of three weeks
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Figure 3.8: Web App: Moving average of CPU time per day for Web app 7

day. To further delve into these daily patterns, we visualise the CPU time per day on
all weekdays for Web app 7 in Figure The width of the moving average window is
20 minutes, as this clearly showed the relevant pattern while not smoothing over the
volatile behaviour as much.

We can see that the pattern that was visible earlier in Figure is a pattern that
is quite apparent in all weekdays. Therefore, we expect that adding the input features
regarding the time of day and day of the week will add to the predictive power of the
model for Web app 7 in any case.

3.4 Production data

Later in this research, we estimate the performance of the models on data that the
models were not trained on. We do this by evaluating the forecasting models on four
Web apps from a production environment. We obtained data from four Web apps
that are hosted in a completely separate Azure environment. For all four Production
Web apps, a full month of data was available. For consistency, the full dataset was
scaled using the same values as the original datasets, namely the means and standard
deviations from the training set. This means that the mean and standard deviation of
the data here are not necessarily approximately 0 and 1 respectively.

In order to possibly explain future results, we visually explore the production data

as well. Figure shows the correlations between the target and input features for
both the production and non-production datasets. Correlations that did not have a
value over 0.3 for either the production or non-production dataset are hidden.
As we can see, there are some strong correlations present in the production data that
were not present in the data for the other Web apps. For the production data, the CPU
time is highly correlated with both the IO Read and IO Write speeds, while there exists
no correlation between these features for the Non-production Web apps. In contrast,
there exists a correlation between the CPU time and the number of requests for only
the non-production Web apps. The relatively weak correlation between CPU time and
the amount of ingested data exists for both groups of Web apps.

Figure gives the histogram of the CPU time and memory usage for the Pro-
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duction Web apps.

The plots shows similar patterns for the production Web Apps, compared to the non-
production plots as seen in Figure However, some differences in scale and shape
are present between the two groups. For instance, production Web App 4 shows higher
memory usage than all other Web Apps in the non-production group. Additionally,
production Web App 2 shows significantly higher CPU time than most others.

3.5 Input and output data

In this section, we discuss different aspects of the input and output data for the fore-

casting models.

3.5.1 Input and output features

If we recall, the features that will be predicted are the features that are directly related

to the computational units of the cloud resource.

For the Web app, the predicted

features were the CPU time and RAM usage. The input features are all the logged
variables, together with the extra features discussed in Section All of the present
feature values, including the predicted variables, can be used as input features. As we
are forecasting future values based on historical values, the predicted variables can be
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used for forecasting future values of the predicted variables, potentially possessing high
predictive power.

3.5.2 Output length

As discussed in section the length of the prediction window can be seen as how
important it is that the predicted computational load is met. This strongly depends on
the nature of the tasks which the Web Apps of the App Service Plan are performing. As
this information is not readily available for the Web Apps in this research, we arbitrarily
chose the output length to be equal to three minutes.

3.5.3 Input length

Choosing the length of the input for the forecasting model is a trade-off between the
amount of information that is available to the model and computational complexity,
due to the increased number of computations that the model needs to perform. We
expect that the few latest observations will be the most valuable for the model to base
the predictions on. As a baseline, the input and output length were chosen to be of the
same size. Experimenting with the training duration of multiple input sizes, resulted in
choosing an input size of 12 observations or minutes. This way, there should be enough
information available to the model, while still having acceptable total training times.

3.6 Conclusion

To summarize, there are many relevant computational metrics available about the usage
of the different resource types. After inspecting the data, we cleaned and preprocessed
the data accordingly. The cleaned data was explored using many different types of
visualisations, revealing interesting patterns and relations with other variables. The
variables that will be predicted by the forecasting models, are the variables that directly
correspond to the usage of the computational units. As the predicted features for the
Azure SQL databases suffered from an extreme feature imbalance likely due to inactivity
in the cloud environment, the modelling chapter will focus on just the Web apps. The
models that will be trained, will be evaluated on both a test set and a dataset from
a production environment, which showed different patterns than the original datasets.
The next chapter will discuss the modelling using the cleaned and preprocessed data.



Chapter 4

Modelling and Results

In this chapter, we discuss the choices that are made during the modelling part of
this research and the first results that follow these choices. In Section we describe
the hyperparameter optimization of the Machine Learning models. In Section we
discuss relevant aspects of the training of the forecasting models and the prediction
performances. In Section we explore the different aspects, choices and results for
the scaling model.

4.1 Hyperparameter tuning

As we recall from Chapter [2| both the RNN and LSTM have the same hyperparameters,
which are the following:

Number of layers
Number of units per layer
Dropout rate

Learning rate

Activation functions
Optimizer

As the hyperparameter search space grows exponentially in the number of hyperparam-
eters, choices need to be made regarding what hyperparameters will be searched over
during the hyperparameter optimization. As the activation function and optimizers
are less problem dependent than the other hyperparameters, they will not be included
in the hyperparameter search, but rather be chosen beforehand based on related work.
As the RNN is the baseline model, more effort will be put into selecting the activation
function and optimizer for the LSTM, in comparison to the RNN.

For each run of the hyperparameter optimization, the relevant model must be initi-
ated with the corresponding hyperparameters and trained on the training data, while
being validated using the validation data. As a single training run does not take as
much time, the total training time is mainly determined by the extensiveness of the
hyperparameter search.

4.1.1 Recurrent Neural Network

With the philosophy in mind that over-tuning or over-optimizing a baseline model
would defeat the purpose of a baseline model, a simple grid search over a wide range

27
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of hyperparameters was performed. Using trial and error, the range of the hyperpa-
rameters were adjusted so that the optimal values were not consistently at the borders
of the parameter ranges, indicating that the models were either underfitting or overfit-
ting on the training data. The lower bound for the learning rate was however slightly
restricted, as further decreasing the learning rate significantly increased training time.

The activation function that is used for the baseline model, is the ReLLU function,
as this is a widely used function capable of constructing complex, non-linear output
functions. The Adam optimizer is used, as this optimizer is also widely used and well
performing. More effort will be put into selecting the hyperparameters for the LSTM
model, as the goal is to obtain the best performing model, and hyperparameter values
play an important role in model performance.

4.1.2 Long Short-Term Memory

The activation function that will be used for all layers of the LSTM model is the
hyperbolic tangent (tanh) function, as K. and K. [13] showed that LSTM models with
this function generally outperform LSTM models with other widely used activation
functions, such as Rectified Linear Unit (ReLU) and sigmoid.

The optimizer that will be used for the LSTM, is the Nesterov Adam optimizer
(Nadam). Le et al. [16] investigated the performance of different optimizers for an
LSTM model, and found that Nadam outperformed all other investigated optimizers
in detecting network intrusion.

Using the hyperparameter optimization framework Optuna [2], an advanced search
will be conducted over the remaining hyperparameters. This framework allows us to
define suitable ranges per hyperparameter that Optuna will navigate through, searching
for optimal combinations. This is done using complex algorithms that use historical
run performances to find promising hyperparameter combinations. The extensiveness
of the search is determined by the number of trials, or the number of models that are
trained during the hyperparameter search. Choosing the number of trials is a trade-
off between the degree of exploration of the hyperparameter space, and computational
complexity. The hyperparameters that will be searched over using Optuna, are the four
numerical hyperparameters, namely the learning rate, dropout rate, number of units
per layer and the number of hidden layers of the model.

The last layer of both the RNN and the LSTM model consists of a flattened dense
layer of size n*m, where n is the number of observations in the output time series, and
m is the number of output features, which is 3 % 2 in the case of the Web apps. This
way, the output of the LSTM model can be mapped to the correct prediction format.

4.1.3 Hyperparameter ranges

For the RNN, the following hyperparameter ranges for the grid-search were determined
using trial-and-error.

e Number of hidden layers: {1, 2}

e Number of units per layer: {16, 32, 64}
e Dropout rate: {0.1, 0.2, 0.3}

e Learning rate: {0.0003, 0.001, 0.003}

While the hyperparameter ranges for the LSTM were also determined using trial-
and-error, Optuna was used to navigate over the hyperparameter space instead of
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using a simple grid-search. As Optuna does not necessarily try all combinations of the
hyperparameters like grid-search, bur rather intelligently nagivates through the search
space, we can define broader ranges per hyperparameter. The following hyperparameter
ranges were defined for the LSTM:

e Number of hidden layers: {1, 2, 3}

e Number of units per layer: {16, 32, 64}

e Dropout rate: Continuous value between 0 and 0.3

e Learning rate: Continuous value between 10™° and 102 in logarithmic scale

4.2 Model training

Before the model is trained, the model weights are initialized using He normal initial-
ization, which is a popular initialization technique used for initializing model weights
in neural networks [7]. Furthermore, TensorFlow’s implementation of this initialization
technique can be made reproducible, which is an important part of creating reproducible
models and results.

4.2.1 Early Stopping

During the training of both models, an early-stopping mechanism is used to halt the
training process when there are no more significant improvements being observed. The
training patience is set to 20, meaning that the training will halt when the validation
loss has not increased in 20 epochs. As there is no limit set in the number of training
epochs, the model will continue training until the training patience will run out. After
the training epochs of a single model, the weights of the model that performed best
on the validation set are restored, so that the best performing version of that model is
obtained. This model is then stored on the machine that is training the models. This
way, we can easily retrieve the model that performed best during the training phase.

4.2.2 Training time

The total training times it took for the RNN and the ISTM were approximately 21 hours
and 10 minutes, and 42 hours and 1 minute respectively on a consumer-grade laptop.
With a total of 54 evaluated RNN hyperparameter combinations, the average training
run took approximately 25 minutes. For the LSTM, a total of 50 trials or training
runs were performed, resulting in an average training run duration of approximately
50 minutes. The training of the LSTM was however limitedly parallelized, due to
kernel errors when using a high parallelization grade in Optuna. During the training of
both models, CPU parallelization was used, as this is implemented in the TensorFlow
package. Implementing GPU parallelization can potentially decrease training time, but
this was not tried during this research.

4.2.3 Final hyperparameters

Table gives the hyperparameters of the RNN and LSTM model that performed
best on the validation set during the training process. The model that had the best
performance on the validation set will from here on be referred to as the best model.
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Hyperparameter RNN LSTM
Number of layers 2 2

Units per layer 64 16
Dropout rate 0.1 0.108
Learning rate 0.0003 1.66 * 107°

Table 4.1: Hyperparameter values for the models that performed best on the validation
set during the training process

As we can see, the number of layers and dropout rates for both models are equal
and very close respectively. The units per layer for the RNN is 4 times higher than
the LSTM. However, a single LSTM unit is more complex than a single RNN unit.
Choosing a higher number of units per RNN layer could be seen as compensating for
the decreased complexity per unit. The learning rate is also substantially lower for the
LSTM than for the RNN.

4.2.4 Training performance

The forecasting performance metrics used in this research are the mean squared error
(MSE) and mean absolute error (MAE). We use the MSE because it weighs larger
errors more heavily than smaller ones, making it more sensitive to outliers and higher
values. This metric is used as the loss-function during the training process. Next, we
also evaluate the MAE due to the higher interpretability. Furthermore, comparing the
value of both metric values can give us insight into the distribution of the errors.

Table[4.2] gives the training and validation loss values for the best RNN and LSTM
models.

Loss value RNN LSTM
Training 0.3787 0.3553
Validation 0.1849 0.1572

Table 4.2: Training and validation loss values for both the RNN and LSTM models

As we can see, the LSTM outperforms the RNN on both the training and validation
set by approximately 6% and 15% respectively. This is to be expected, as the LSTM is
the more advanced model, for which more effort was put into obtaining the best hyper-
parameters. For both the RNN and LSTM model, the validiation loss is significantly
lower than the training loss. A possible explanation for this is that the time series
in the validation set are easier to forecast for the models. However, the training and
validation loss values cannot be used to fully determine over- or underfitting, as they
do not encapsulate the full training process.

To further investigate potential over- and underfitting, we plot the training and
validation loss curves for both models. Figure visualises the training and validation
Loss and MAE per training epoch for the best RNN model.

The first figure shows a steadily decaying training loss, which is an indication that the
model is learning the patterns that are present in the data. However, the validation
loss curve lies significantly lower than the training loss curve, and is only decreasing
during the first few epochs. The best validation performance is obtained at epoch 5,
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Figure 4.1: RNN: Line plots of the training and validation MSE and MAE per training
epoch

after which the validation performance increases slightly over the remaining 20 epochs.
The validation MAE shows the same behaviour, decreasing for the first few epochs,
after which it slowly increases. Even though the training loss is steadily decreasing, the
training MAE only decreases marginally after epoch 5. A logical explanation for this
is that the forecasting performance on relatively high values or outliers in the training
set is increasing. This is because decreasing the error for extreme values has a stronger
influence on the MSE than on the MAE, as the MSE scales quadratically with errors,
while the MAE scales linearly.

Figure shows the training and validation Loss and MAE per training epoch for

the best LSTM model.
As we can see, all the curves for the LSTM are substantially smoother than the curves
for the RNN. This might be due to the lower learning rate for the LSTM, as we saw in
Section A higher learning rate can cause the loss values to be more volatile, as
weights are adjusted more significantly. Again, the validation loss curve lies significantly
lower than the training loss curve, while the MAE curves are very similar. The best
performing model was obtained at approximately epoch 240, meaning that the model
was trained for a far longer period than the RNN.

Next, we investigate the validation performance per Web app. Figure gives

barplots showing the training and validation MSE and MAE of the RNN model per
Web app. The y-scales have been adjusted so that they are equal in both plots.
Both the training and validation MSE show a significantly more variability between
the Web apps than the MAE values. While for example Web app 1, 2, 5 and 6 have
a lower MSE than their corresponding MAE, the contrary is true for Web app 4 and
7. This is an indication that there are different levels of skewedness in the errors per
Web app. This can be caused by for example different patterns per Web app or the
presence of outliers for some Web apps.

Figure gives barplots showing the training and validation MSE and MAE of the
LSTM model per Web app. The y-scales are equal in both plots, as well as equal to
the y-axes in the previous plot.

There seem to be only small differences between the performance of the RNN and the
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Figure 4.2: LSTM: Line plots of the training and validation MSE and MAE per training
epoch
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Figure 4.3: RNN: Bar plot of the training and validation MSE and MAE per Web app
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Figure 4.4: LSTM: Bar plot of the training and validation MSE and MAE per Web
app

LSTM. For example, both the validation MSE and MAE for Web apps 1 and 4 seems
to be slightly lower for the LSTM than for the RNN. Furthermore, the validation MAE
is slightly lower for the LSTM than for the RNN.

Figure[4.5|shows the true and predicted CPU time and RAM usage for the validation

set over an arbitrary period of approximately 40 hours for Web app 7. The predictions
were made by the LSTM model.
As we can see, the predicted curves closely match the true curves for both the CPU
time and RAM usage. The variability in the CPU time is however not fully accounted
for in the predictions. There also seems to be a slight delay between the predicted and
true curves. This is to be expected, as there is a window between the input observations
and forecasting window, as discussed in Section

To investigate the influence of using the Optuna hyperparameter optimization
framework, we visualise the validation loss values over the number of trials in Fig-
ure The grey lines indicate an improvement in the lowest loss so far.

As we can see, there are quite some improvements made over the different trials.
While the later improvements are only marginal, it is still an indication that Optuna
is successful in improving the validation loss. We can compare this with simpler meth-
ods, such as grid-search or random-search. As these methods do not account for any
historical loss values or hyperparameter configurations, we can model this as randomly
sampling from an arbitrary distribution. The probability of obtaining a smaller value
than the minimum of n i.i.d. samples when drawing from a continuous distribution, is
equal to n%rl Thus, for the simpler methods, we expect to obtain a better loss value
with probability %‘Fl at trial n. When investigating Figure we can see that we
obtain a better loss value significantly more often using Optuna.

4.2.5 Production performance

To get an impression of the forecasting performance when the models would be de-
ployed to a production environment, we evaluate the model on both the test set and
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datasets from an unseen production environment. The performance on the test set
gives us an indication of how the model would perform in production for the Web apps
on which the model was trained. Evaluating on the production dataset gives us an in-
dication of how the model would perform in production when being used for Web apps
that the model has not seen yet. Providing insight into the differences between these
performances is very important, as these differences are an indication of how suitable
a generalizing model, trained on data from a selection of Web apps, is for forecasting
the computational load for other Web apps. A substantial difference between the per-
formance on the test set and production set is an indication that the models perform
significantly better on Web apps from which data was used to train the models. In this
case, we could investigate training a model for each Web app, so that each model is
trained on the data from the Web app for which it will eventually be used. The models
that are trained for a single Web app, will be referred to as Specialist models.

First, we investigate the performance of the models on the test set. Table gives
the validation and test loss values for the RNN model.

Metric value RNN
Validation loss 0.1849
Test loss 0.3579
Validation MAE 0.2272
Test MAE 0.2323

Table 4.3: Training and validation loss values for the RNN model

As we can see, the test loss is almost twice as high as the validation loss. A possible
explanation for this would be that there can be different patterns present in the test
set than there are in the validation set. However, as the test and validation MAE are
very close, this is likely due to some high values or outliers in the test set that strongly
influence the MSE, but modestly influence the MAE, as the MSE scales quadratic with
the errors, while the MAE scales linear.

Next, we look at the performances of the LSTM model on the validation and test
set, which are shown in Table

Metric value LSTM
Validation loss 0.1572
Test loss 0.3237
Validation MAE 0.1938
Test MAE 0.1991

Table 4.4: Training and validation loss values for the LSTM model

In this case, the test loss is more than twice as high as the validation loss, while the
MAE values are still very close, indicating a potentially skewed error distribution. The
test loss and MAE for the LSTM are approximately 10% and 15% lower than for the
RNN, meaning that the LSTM will likely outperform the RNN when being deployed
into production.

Next, we evaluate only the LSTM model on the production datasets, as it out-
performed the RNN model on all performance metrics. In the following section, we
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Figure 4.7: Predicted and true values of the CPU time and RAM usage of the produc-
tion set

will build specialist models to investigate potential performance improvements. For
training the specialist models, we split the production dataset into three sets: training,
validation, and test. To compare the results of the generalist and specialist models, we
use the same evaluation dataset, namely the test set of the production dataset.

Table[4.5]gives the production loss and MAE for the LSTM model on the production
dataset.

Metric value LSTM
Production loss 124.8940
Production MAE 1.7124

Table 4.5: Production loss values for the LSTM model

The production loss and MAE are approximately 400 and 9 times higher than
the earlier obtained test loss and MAE respectively. While these difference can be
considered extreme, they do not necessarily mean that the model is performing poorly
on this dataset. As discussed in Section the mean and scale of the production
dataset can differ from the mean and scale of the original training dataset. This can
cause the errors to have a different scale as well, while still performing relatively well.

Figure shows the predicted and true values both the averaged CPU time and
RAM usage for Production Web App 2, which showed the most clear patterns over
time. Three consecutive weekdays are arbitrarily chosen as the visualisation window.

As we can see in the figure, the predicted values differ strongly from the true values
for both the CPU time and RAM usage. For the CPU time, there is no clear pattern
in the predicted CPU values. Furthermore, there seems to be a consistent offset or bias
between the predicted and true RAM usage values.

The LSTM model, while outperforming the RNN on the datasets on which the
models were trained, seems to perform poorly on the production datasets. This is an
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Figure 4.8: Test loss of the generalizing model and specialist models per Production
Web app

indication that a model will perform better on resources from which data was used to
train the model. This is logical, as the model will most likely be trained on similar
patterns that will be forecasted in production.

One could argue that we could have retrained the generalizing model using training
and validation set of the production data before we evaluated the model on the test
set of the production data. This approach however raises complications when being
deployed for an increasing number of Web apps. When the dynamic scaling mechanism
is to be deployed for new Web Apps, the generalizing model must be retrained, also
impacting the performance of the already present Web Apps. Furthermore, the model
capacity must be suitable for the amount of data the model is trained on. When more
new Web Apps are introduced, the initial model capacity can prove to be insufficient.
We investigate another method of creating a scalable forecasting solution in the next
section, namely specialist models.

So far in this research, we have only discussed the training process for two generalist
models, meaning that a single model predicts the computational load for many different
Web apps. As we discussed, these models performed poorly on data from Web apps
on which they were not trained. Therefore, we expect that we can obtain performance
increases for the Production Web apps when we train a single model, or Specialist
model, on each individual Web app.

For the training process of the Specialist models, a configuration very similar to
the configuration for the Generalist models is used. That is to say that the same hy-
perparameter ranges, batch size, improvement patience and number of training epochs
were used. The only difference is that, to limit the computation time, we use only 20
Optuna trials for each specialist model.

Figure visualises the test MSE per production Web app for both the generalist
and specialist models.

The Specialist models outperform the Generalist model for all production Web apps.
For the first two production Web apps, the decrease in loss values are approximately
9% and 32% respectively. For Web app 3 and 4, the loss values are approximately 56
and 13 times lower for the Specialist models than for the Generalist model. This is
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Figure 4.9: Test loss of the generalizing model and specialist models per Non-
Production Web app

however to be expected, as the Specialist models forecast time series from Web apps
on which they were trained, while the Generalist model does not.

Next, we visualise the performance differences between the Generalist and Special-
ist models for the non-production Web apps. This way, we can investigate whether
performance increases are obtained when using a model per individual Web app, com-
pared to a single model for the combination of these same Web apps. Figure gives
the test MSE per Web app for both the Generalist and Specialist models.

For Web app 5 and 7, the Specialist performance is slightly better than the General-
ist performance. For Web app 7, this is to be expected, as the data from this Web app
contained the most clear patterns out of all of the Web apps. When training a model
on only these patterns, we expect the performance to be higher than when training the
model on extra data that does not contain these patterns. For Web apps 3 and 4, the
Specialist performance seems to be very slightly lower than the Generalist performance.
A possible explanation is that both the Generalist and Specialist models managed to
learn the patterns present in the data, and that the difference in performance is due to
randomness during the training process.

An important thing to note is that we do not propose the Specialist models as the
better option, compared to the Generalist model. We do however recommend using a
model that was trained on all the Web apps for which it will be used to predict the
load. While the forecasting performance of the Specialist models is generally similar or
better, implementing and maintaining the Specialist models can be significantly more
complicated and time-intensive, compared to a Generalist model. Choosing which type
of model will be more suitable is dependant on many factors, such as the scale of
implementation and the available work-hours to put into realising the implementation.
This will ultimately be left to Info support. Advantages and disadvantages of both
options are presented in Section @

4.2.6 Conclusion

To summarize, the Generalist LSTM outperformed the Generalist RNN on all perfor-
mance metrics, with metric decreases ranging from 6% to 20%. The validation errors
for both the RNN and LSTM were significantly lower than the MSE for the train and
test set. This indicated that there were less high values or outliers present in the
validation set. The LSTM seemed to correctly learn the patterns in the data of the
non-production Web apps, being able to quite accurately forecast the computational

[ Generalizing Model
[ Specialist Model
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load. To investigate potential performance increases, we investigated the training of
Specialist models. The Specialist models vastly outperformed the Generalist LSTM
model for the production Web apps. For the non-production Web apps, the perfor-
mance differences were very subtle, and most likely due to randomness. In the next
section, we discuss the scaling model. This model takes as input the predicted CPU
time and RAM usage, and decides whether the corresponding App Service should be
scaled.

4.3 Scaling model

4.3.1 Suitable service tiers

To determine whether the App Service Plan underlying to the Web app should be
scaled, we must first determine what computational tier we expect to be suitable for
the resource. To achieve this, we must map the combination of the predicted metrics to
a computational tier that satisfies both the CPU time and RAM usage. As discussed
in Section we can, for each metric, select the cheapest computational tier that
satisfies the metric. When we union these tiers and take the highest tier of this set, we
obtain the cheapest tier that satisfies all metrics. The scaling model will then use this
tier as the target service tier. However, for the App Service Plans in this research, the
lowest available service tier is almost always sufficient.

To be able to develop and test a realistic scaling model, the CPU time and memory
usage will be multiplied by a fixed value. The App Service Plans that are considered in
this research are all over-provisioned in terms of computational capacity, while having
the lowest computational tier possible. Thus, investigating and implementing the scal-
ing mechanism on actual computational tiers is not reasonable. For the current App
Service Plans, they do not have to be upscaled and cannot be downscaled.

The lack of computational activity for all the Web Apps in this research might
be representative of Web Apps in general. In conversation with field professionals, we
found that the Web Apps that Info Support develops are mainly used for line-of-business
applications, which are used within an organization. Consequently, these applications
are generally not used as intensively as for example public websites accessed by users
worldwide.

To make sure that we can still use the computational tiers used in practice while
the patterns in the data are preserved, we multiply the CPU time and memory usage
by a fixed value. This fixed value is chosen such that the scaled metrics span a large
portion of the service tiers. After experimenting, we scaled the CPU time and RAM
usage by multiplying them by 200 and 50 respectively. We first discuss the different
service tiers, after which we will visualise the scaled metrics with the corresponding
service tiers.

We assume that the available CPU time scales linearly with the number of CPU
cores that are present in the relevant computational service tiers. That is to say, we
assume that we for example have 60 and 240 CPU seconds available per minute when
using a service tier with 1 and 4 CPU cores respectively. A hidden assumption when
using the CPU seconds as a measure of computational capacity is that the CPU always
runs on full capacity when CPU time is used. The different Premium service tiers and
their corresponding number of cores, available RAM and cost are shown in Table
The number of assumed CPU seconds is added in the column for the number of CPU
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Figure 4.10: Histogram of scaled CPU Time with the corresponding service tiers

cores.

Service tier Number of CPU cores GB of RAM Price per hour

PO 1 (60 s) 4 $0.210
P1 2 (120 s) 8 $0.330
Plm 2 (120 s) 16 $0.364
P2 4 (240 s) 16 $0.660
P2m 4 (240 s) 32 $0.728
P3 8 (480 ) 32 $1.320
P3m 8 (480 s) 64 $1.456
P4m 16 (960 s) 128 $2.912
P5m 32 (1920 s) 256 $5.824

Table 4.6: Amount of computational units and cost per service tier

As P5m is the highest service tier, all predictions higher than the available amount for
P5m, will also be mapped to P5m.

Figure [4.10] visualises the scaled CPU time with the corresponding service tiers. For
clarity, we omit the observations with a higher CPU time than the upper bound, which
were 49 out of approximately 340.000 observations.

Due to the distribution of the CPU time, the majority of the observations fall into the
first 3 tiers, namely PO, P1 and P1m.

Figure visualises the scaled RAM usage with the corresponding service tiers.
After experimenting with multiple scaling factors, we scaled the RAM usage such that
the majority of the observations fall into the lower tiers. When scaling the features to
also include the higher tiers, the RAM usage dominated the scaling decisions. This was
caused by the distribution of the CPU time, which is significantly more skewed than the
distribution for the RAM usage. For the RAM usage, substantially more observations
would fall in the higher tiers relative to the CPU time.

4.3.2 Static service tiers

In Section [5.1.2|we will compare the test performance of the dynamic scaling mechanism
to using a static service tier for the test set. To determine the most suitable static
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Figure 4.11: Histogram of scaled RAM usage with the corresponding service tiers

service tier for App Service Plan 1 and 2, we mapped the true CPU time and RAM
usage to the corresponding service tier and inspected the corresponding histogram for
the service tiers. These histograms are shown in Appendix[A] In conversation with field
professionals, we determined that the most suitable static tier for App Service Plan 1
and 2 were P1 and P4m respectively. The service tier that the Production App Service
Plan is currently hosted in, is P2.

4.3.3 Results

In this section, we simulate and visualise the scaling mechanism over time, as described
in Section [2.5.4] The model that will be used to make the predictions, is the Generalist
LSTM model, as the predictive results of the Generalist model and Specialist models
matched very closely. Figure gives the averaged predicted and true CPU values
from the test set, together with the upper bound of the CPU time over an arbitrary
period of 10 hours for App Service Plan 2, in which Web App 7 is hosted.

In this figure, each grey line indicates a scaling decision. As we can see, the resource
is being scaled quite often. While the amount of available CPU seconds is almost always
above the predicted CPU time, it also matches the true CPU Time quite nicely. The
scaling does seem to occur a little too late to meet the true demand when the CPU time
periodically rises. This is logical, as there is also a gap, or scaling window, between the
input data and the prediction window, as described in Section [2.4.4

While the scaling decision is directly based on the predicted CPU values, not all of
the predicted values are below the upper limit of the CPU time. During the scaling of
a resource, it is possible that the forecasting model predicts a CPU time that is higher
than the available resources for the tier that is being scaled to. The scaling model
can however not cancel the current scaling operation in process and scale to the higher
tier. Thus, in some cases, the predicted CPU values are higher than the available CPU
resources.

Near the start of the period, we also see that the resource is scaling quite often,
while the available CPU time remains the same. This is caused by the RAM usage
around the 8GB level, as we will see in the next figure. The scaling occurs between the
P1 and P1m service tier, which have different amounts of RAM, while having the same
amount of available CPU time.

The true CPU time seems to be significantly more volatile than the predicted CPU
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Figure 4.12: App Service Plan 2: Predicted and True CPU time, together with the
available resources

time. While the predicted and true CPU time seems to match reasonably well, this
volatility causes the true CPU time to exceed the available CPU time. In the next
section, we will discuss a method to partly account for this volatility.

Figure gives the predicted and true RAM usage, together with the available
amount of RAM over the same period for App Service Plan 2.

Near the start of the period, we see that a lot of scaling occurs, as the predicted
RAM seems to move around the border of 8GB. When surpassing he 8 GB, the resource
is scaled to the P1m service tier, which has 16GB of RAM. When going below 8 GB, the
resource is scaled back to the P1 service tier, with only 8GB of ram. As both service
tiers have the same amount of CPU cores, the available CPU time remains constant,
which we saw in the previous figure.

4.3.4 Capacity scaling multiplier

An issue that the current scaling model suffers from is that a service tier is selected
when the forecasted load metric is even marginally lower than the upper limit of this
service tier. For example when considering just the CPU time, when the forecasted
CPU time is 950 s, the service tier P4m (960 s) is selected as the appropriate tier,
even though the prediction indicates we use approximately 99% of the capacity. As we
have seen in the previous section, the computational load forecasts are not perfectly
accurate, potentially resulting in the true CPU time exceeding the threshold of the
chosen tier.

We can make the scaling model more robust by multiplying the capacity per service
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Figure 4.13: App Service Plan 2: Predicted and True CPU time, together with the
available resources

tier by a fraction between 0 and 1. This capacity scaling factor indicates what fraction
of the capacity we could at most use, based on the predicted load. Having a lower
value for this factor causes the scaling model to scale to a higher tier earlier. This
factoring constant can also be seen as a measure of how important it is that the future
computational load is satisfied.

First, we investigate the influence and effectiveness of the capacity scaling multiplier

by repeating the earlier steps using a scaling multiplier of 0.7. Table[4.7]shows the scaled
capacities per service tier.
When using these adjusted service tier bounds, we expect that performance measures,
such as the the fraction of time on which the resource is undersupplied, should improve.
Figure [£.14] visualises the predicted and true CPU time with the available resources,
using a scaling multiplier of 0.7.

While the resource is still being scaled a little too late, the amount of available
resources seems to be able to handle the true CPU time better than without the scaling
multiplier. Using this mechanism, we can account for a part of the combination of the
volatile CPU time and prediction error.

4.3.5 Performance measures

As discussed in Section [2.5.3] we formulated multiple performance measures, to indicate
how effective the scaling mechanism is. Table gives the performance measures for
both target features per App Service Plan. The scaling multiplier that was used is
equal to 1.
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Service tier Number of CPU cores GB of RAM

PO 1(42s) 2.8
P1 2 (84s) 5.6
Plm 2 (84 s) 11.2
P2 4 (168 s) 11.2
P2m 4 (168 s) 22.4
P3 8 (336 s) 22.4
P3m 8 (336 s) 44.8
P4m 16 (672 s) 89.6
P5m 32 (1344 s) 179.2

Table 4.7: Amount of computational units per service tier, with a capacity scaling
factor of 0.7

Web App 7 - capacity scaling factor = 0.7

Predicted CPU values

1000 1 —— Predicted
Upper Limit CPU

800 1
600

400

200 4 M
W‘

T T T T T T T
0 100 200 300 400 500 600

True CPU values

1000 + — True

Upper Limit CPU
800 4 ids

600 -

400 ‘ T
" n pas .
V"MWWJA M\M\J“Wwww\” kol

T T T
400 500 600

Figure 4.14: App Service Plan 2: Predicted and True CPU time, together with the
available resources, with scaling multiplier 0.7
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Metric App Service App Service
Plan 1 Plan 2

% of time underprovisioned CPU 15.9% 7.0%

% of time underprovisioned RAM 2.4% 5.6%

% lacking when underprovisioned CPU 13.0% 25.5%

% lacking when underprovisioned RAM  15.0% 6.2%

% utilization of resources CPU 71.3% 33.3%

% utilization of resources RAM 49.1% 79.7%

% of time spent scaling 13.6% 13.9%

Table 4.8: Performance metrics for both App Service Plans

For both App Service Plans, the percentage of time the RAM is underprovisioned, is
lower than the percentage of time the CPU is underprovisioned. This is logical, as the
RAM usage is significantly less volatile compared to the CPU time. Less volatility leads
to smaller amounts of relatively high values or outliers, which inflate these metrics. The
utilization of the CPU and RAM differs quite significantly per App Service Plan. This
is most likely due to the different distributions of the target features, causing different
scaling behaviour. The percentage of time the App Service Plans spent scaling are very
similar.

Table compares the performance measures of App Service Plan 2 for both mul-
tiplier 0.7 and 1.

Metric No multiplier = Multiplier 0.7
% of time underprovisioned CPU 7.0% 3.4%

% of time underprovisioned RAM 5.6% 0%

% lacking when underprovisioned CPU 25.5% 27.3%

% lacking when underprovisioned RAM 6.2% -

% utilization of resources CPU 33.3% 28.1%

% utilization of resources RAM 79.7% 47.8%

% of time spent scaling 13.9% 13.8%

Table 4.9: Amount of computational units per service tier, with a capacity scaling
factor of 0.7

When using the scaling capacity multiplier, the percentage of time the resource was
underprovisioned decreased for both features. This is to be expected, as the resource is
upscaled earlier and downscaled later than when no multiplier is used. The percentage
that was lacking when the resource did not have enough CPU time was however higher
when using the multiplier. When using a multiplier of 1, many observations are slightly
underprovisioned due to the volatility of the true CPU time. When using a multiplier
of 0.7, we partly account for these observations, while the outliers remain. Thus,
when using a lower multiplier, the outliers form a larger portion of observations in
which the App Service Plan is underprovisioned, causing the percentage lacking when
underprovisioned to inflate. As expected, the utilization of both the CPU and RAM is
substantially lower for multiplier 0.7. The percentage of time the resource spent scaling
are very similar.
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Figure 4.15: App Service Plan 2: Percentage of time underprovisioned and resource
utilization against the capacity scaling multiplier

4.3.6 Multiplier tuning

Choosing the right capacity multiplier is a trade off between resource utilization and
the percentage of time that the resource is underprovisioned. Choosing a lower capacity
multiplier causes the resource to be scaled up earlier, resulting in a lower percentage
of time that the resource is underprovisioned, while decreasing the average resource
utilization. To numerically investigate this relation, we plot the percentage of time
the resource was underprovisioned and the resource utilization against the capacity
multiplier for App Service Plan 2 in Figure [4.15

As expected, we see that there is a clear correlation between the capacity scaling mul-
tiplier and both the service level and the resource utilization. For the CPU time, the
service level and resource utilization steadily decrease and increase respectively when
increasing the capacity scaling multiplier. For the RAM usage, only relatively high scal-
ing multipliers resulted in underprovisioning of the resource, which can be attributed
to the low degree of volatility for this feature. Also, further increasing the scaling
multiplier above 0.85 resulted in significantly better resource utilization. This is most
likely caused by the distribution of the RAM usage. In this research, all relevant ca-
pacity scaling multipliers will be above 0.5. Next, we can define specific service level
agreements and use the capacity scaling multiplier to achieve them.

4.3.7 Service Level Agreements

Service level agreements (SLAs) are generally established through conversations with
the relevant customer and depend on various factors such as the tasks of the Web App,
budget and customer requirements. Generally, Info Support uses one of three SLAs:
98%, 99.5%, or 99.8%. We can choose the suitable service level based on how critical
it is for the RAM and CPU to be sufficiently provisioned.

We define the service level as follows:

Service Level = 1 — (% underprovisioned)
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As insufficient RAM can cause the Web App to crash, ensuring there is sufficient
RAM is crucial for the stability of the Web Apps. Therefore, we maintain an SLA of
99.8% for RAM. In contrast, having sufficient CPU power at all times is less critical
for the Web Apps’ tasks, as discussed with the responsible parties. Based on these
discussions, an SLA of 98% was used for CPU power.

Table presents the capacity scaling multipliers that achieve these SLAs for each
App Service Plan.

App Service Plan Scaling Multiplier

ASP 1 0.67
ASP 2 0.56
ASP Production 1.00

Table 4.10: Capacity scaling multipliers to achieve the defined SLAs per App Service
Plan

Due to the lack of activity for the production App Service Plan, the service levels
were achieved without using a capacity scaling multiplier, i.e. a multiplier equal to
1. For the RAM usage, a 100% service level was achieved for all App Service Plans
when the shown scaling multipliers were used. In the next chapter, we compare the
performance metrics when using the mentioned service levels, to Info Support’s current
approach.

4.3.8 Conclusion

At first, the scaling decisions seemed to be made slightly too late, resulting in numer-
ous instances for which there was insufficient CPU time or RAM. The capacity scaling
multiplier can be used to address this issue by limiting the expected percentage of used
computational capacity, leading to earlier scaling to a higher service tier. Choosing a
lower capacity scaling multiplier resulted in a significantly higher service level. Subse-
quently, we determined suitable service levels for both computational load features and
their corresponding capacity scaling multipliers. Next, we will evaluate the results and
compare the results to literature and current standards.
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Chapter 5

Evaluation

In this chapter we compare and interpret the results from the modelling chapter. In
Section we compare the performance of the proposed methods to earlier research
and the current approach in practice. Next, we explore the potential applications and
interpretability of our methods in Sections and respectively. In Section we
assess the generalizability of the scaling solution. Finally, in Section [5.5] we examine
the effectiveness of our approach in reducing total costs and energy usage.

5.1 Performance comparison

5.1.1 Literature

Similar studies that were found in literature had better numerical performance, which
is most likely caused by a lesser degree of volatility in the target metrics. Zhang et al.
[41] used an RNN to predict the computational workload in a Google cloud cluster, by
using the CPU and RAM metrics over time. The lowest Mean Squared Error that was
obtained for the standardised CPU and RAM were equal to 2.76 * 10~> and 1.51 % 107>
respectively.

In our study, the lowest MSE value was obtained for Production Web App 3, and
was approximately equal to 3.4%1073, which was significantly lower than the other MSE
values in this research. Thus, the performance of this research was significantly lower
than the mentioned study. However, in this research we predicted the computational
load for individual resources, which is generally significantly more volatile than the
computational load over a cluster of cloud resources.

Yadav et al. [40] predicted the hourly average load of a single distributed server
in a cloud environment for an interval of 24 hours using LSTM models. The MAE
that was obtained for the normalized load was equal to 0.043. For our research, the
MAE was equal to 0.1991 for the normalized test set. However, we forecasted the
minutely average load, which is a significantly more volatile metric compared to the
hourly average load. Though, Yadav et al. [40] forecasted the computational load for
a higher number of observations, making the comparison not fully representative.

5.1.2 Static service tier

In this section, we compare the dynamic scaling approach to using a single static service
tier, which is Info Support’s current approach for the App Service Plans in this research.
For the dynamic scaling approach, we use the service levels discussed in Section [4.3.7]

49
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The dynamic scaling mechanism yields significant performance utilization increases over
the static service tier, while only slightly decreasing the Service Level.

First, we compare the performances of the static service tier and the dynamic scaling
mechanism for App Service Plan 2. As discussed in Section P4m would be the
most suitable static service tier for this App Service Plan. Table gives the relevant
metrics for both scenarios.

Metric Dynamic scaling P4m
% of time underprovisioned CPU 1.9% 0.3%

% of time underprovisioned RAM 0% 0%

% lacking when underprovisioned CPU 30.4% 15.9%
% lacking when underprovisioned RAM - -

% utilization of resources CPU 24.4% 6.1%

% utilization of resources RAM 43.7% 6.2%

% of time spent scaling 11.2% -

Table 5.1: App Service Plan 2: Amount of computational units per service tier, with a
capacity scaling factor of 0.7

Dynamically scaling App Service Plan 2 resulted in a higher underprovisioning for
the CPU, while significantly improving the resource utilization for both the CPU and
RAM. The utilization of the CPU and RAM improved by a factor of approximately
300% and 605% respectively. The percentage of CPU time was lacking when the re-
source was underprovisioned was higher for the static service tier, which most likely
again caused by outliers in the true CPU time. When dynamically scaling, the resource
did spend quite some time scaling.

Next, we compare the dynamic scaling mechanism for the production Web apps to
the current situation. The production Web apps are currently hosted in the P2 service
tier. Table gives the relevant performance metrics for both scenarios.

Metric Dynamic scaling P2
% of time underprovisioned CPU 0.8% 0%
% of time underprovisioned RAM 0% 0%

% lacking when underprovisioned CPU 33.1% -
% lacking when underprovisioned RAM - -

% utilization of resources CPU 2.0% 7%
% utilization of resources RAM 16.6% 4.2%
% of time spent scaling 0.6% -

Table 5.2: Production Web Apps: Comparing performance metrics

As we can see, the underprovisioning for the CPU was minimal for the dynamic
scaling mechanism, while there was no underprovisioning for the static service tier.

The utilization of the CPU and RAM resources increased by 185% and 295% re-
spectively, compared to the static service tier. The utilization is still very low, as there
is little computational activity present for the production Web Apps. As we can see
in Appendix [A] service tier PO is the most prevalent service tier. As PO is the lowest
available tier, resource utilization cannot be significantly improved any further.
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Next, we investigate the financial effectivity of the dynamic scaling solution. Here,
we assume that billing is calculated per minute and only for the current service tier of
the App Service Plan. This implies that scaling decisions do not incur any additional
costs. The costs considered here are over the period of the test set, as shown in Table

B3l

App Service Plan Static Dynamic Decrease Decrease Decrease

tier scaling in cost % per day
costs cost
ASP 1 €32.06 €30,23 €1,83 5.7% €0.45
ASP 2 €823.80 €159,26 €664,54 80.7% €56,38
ASP Production €94.84 €30.52 €64,32 67.8% €10,74
Table 5.3:

For all App Service Plans, cost decreases were observed, ranging from 5.7% to 80.7%.
For App Service Plans 2 and Production, the largest decreases were obtained, in both
percentage and absolute cost. This is logical, as the potential cost savings during
inactivity are larger for higher service tiers. In periods of computational inactivity, a
relatively great decrease can be obtained by choosing the smallest service tier, compared
to the high static service tier.

The percentage of saved energy is most likely strongly correlated with the percentage
of cost saved. This is because the computational power costs are part of the costs that
user pay when consuming computational power. Investigating the exact energy savings
is outside of the scope of this research.

5.2 Applications

As the model generally scaled too late when the load suddenly increased, the proposed
scaling solution may not be suitable for any type of application hosted using Web Apps.
In the previous section, we saw that the model is incapable of predicting rises in the
load beforehand, and rather responds to fluctuations in the load. This means that
when the load suddenly rises, the computational demand is not met for at least a short
period of time. Thus, the model is not suitable for applications for which it is vital
that computational demand is always met, such as specific Healthcare applications.
However, when it is vital that computational demand is always met, decreasing cost is
generally a less relevant aspect.

Cloud resources that experience a quite consistent computational load are also not
suitable targets for the dynamic scaling mechanism. First, the mechanism might not
scale the resource enough to financially compensate the effort that was put into imple-
menting the scaling mechanism. Furthermore, there is a risk that the load will oscillate
around the border of two service tiers, causing the resource to be scaled excessively,
potentially impacting availability.

5.3 Model interpretability

For both the RNN and the LSTM models, there is very little to no possibility to
investigate the reasoning behind a certain prediction. The RNN and LSTM models
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are special types of Neural Networks, which are based on complex numerical relations
between the input features over time. Therefore, it is very challenging or impossible
to gain insights into the reasoning of the model. The scaling model is however very
transparent, as each mapping and decision can be fully explained.

One way to gain a limited insight in the behaviour of the forecasting models, is
by investigating the outputs for given inputs. When slightly changing the inputs, the
sensitivity of the model predictions can be assessed by investigating the response in the
model outputs. Furthermore, the response of the model to for example sudden peaks
or increases in computational load can be studied this way.

5.4 Generalizability

The performance of the scaling solution can most likely be generalized to other cloud
resources, such as Virtual Machines and Azure SQL Servers. In this research, we
predicted two computational load metrics, based on historical load metrics. As we
have seen in Section [2.2.3] similar metrics are present for both DTU-based and vCore-
based Azure SQL Servers. We expect that we can use the same methods, we can obtain
similar performance for these resources, compared to the App Service Plans.

However, for some resources the excessive scaling can pose an issue in practice.
When scaling a resource, a new compute unit is created and switched to once it is
ready. For some resources, this process can terminate existing connections with for
example users or background processes. Closing a connection can for example remove
temporarily stored files and thus undo work, as well as requiring the user or process
to reconnect to the resource. This would mean that the excessive scaling of a resource
can have a significant impact on the usability of a resource.

5.5 Cost and energy usage

When deciding whether the solution can be used to successfully decrease cost and energy
usage, the training, calling and maintaining of the models must be considered as well.
As we saw in Section obtaining the final Generalist or Specialist models can take
a long time, and therefore use a lot of computational resources. From the moment the
scaling solution is deployed, the solution will be called, or inferenced, each minute for
each resource for which a scaling decision is to be made. Inferencing is significantly less
computationally extensive compared to training the model, due to the reduced number
of calculations that need to be performed. However, when the solution is deployed for
a longer period of time for a large number of resources, the total inferencing cost may
become significant in the cost and energy calculation.

The amount of consumption that is saved by dynamically scaling a resource is also
dependent on the most prevalent service tiers for the resource. As we saw earlier in this
chapter, the largest consumption decrease can be obtained by deploying the dynamic
scaling mechanism for resources which are hosted using a high static service tier. For
resources in a lower service tier, the training and inferencing of the models might limit
the cost and energy consumption decrease, potentially causing it to only be effective in
the long run, or even not effective at all.

Finally, choosing whether to implement a single Generalist model, or multiple Spe-
cialist models can also influence the cost and energy consumption. We will discuss this
further in Section [7.4l
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Conclusion

In this research, we investigate dynamically scaling Azure Web Apps based on computa-
tional load forecasts using Machine Learning algorithms. Currently, the chosen service
tier of Azure resources is based on the upper bound of the computational load. Fur-
thermore, in practice, there is always a focus on ensuring there is enough capacity for
a resource, rather than preventing overcapacity. Dynamically scaling Azure resources
has the potential to significantly reduce both costs and energy consumption. For this
research, the following research question was formulated:

“To what extent can advanced analytics, such as Machine Learning, be used
to predict cloud computation load in real-time and dynamically scale cloud
resources to minimize cost and energy usage?”

Previous research in computational load forecasting has mainly focused on predict-
ing the load for clusters of resources, or the averaged load for a single resource. For
the scaling mechanism, previous research consisted of rule-based scaling mechanisms,
which only allowed iterative up- or downscaling. This study differentiates itself by fore-
casting the computational load for individual resources, while using a tier-based scaling
model. This scaling model maps the predicted computational load to a suitable target
tier, after which it scales to that tier.

This research focused on Azure Web Apps hosted in App Service Plans (ASP), for
which many computational load metrics were present, such as CPU time, RAM usage
and latency. The data was logged per minute and during periods of 20 to 60 days,
depending on the Web app. One of the ASP was hosted in a production environment,
while the other two ASPs were not. All load metrics that were available were used
as input for the forecasting model, while only the CPU time and RAM usage were
forecasted for a period of three minutes. For one of the non-production ASPs, there was
a clear difference between the patterns during weekdays and weekends. Furthermore,
there was a clear pattern in the CPU time and number of requests through the day.
For the other ASPs, we mainly observed subtle activity, with some random peaks.

We implemented two models: a Recurrent Neural Network (RNN) and a baseline
model, and a Long Short-Term Memory (LSTM) model. More effort was put into ob-
taining the best LSTM model, compared to the RNN, and it consistently outperformed
the RNN across all performance metrics. We also deleveloped Specialist LSTM models,
meaning that each model was trained on data from a single Web App. We compared
their performance to the Generalist LSTM model, which was trained on multiple non-
production Web apps. The performance of the Specialist and Generalist models did
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not strongly differ on Web apps on which both the models were trained. However, the
Specialist models significantly outperformed the Generalist models for Web Apps on
which the Generalist model was not trained. This indicates that predictions are more
accurate when the models are trained on the specific data of the corresponding Web
App. Despite this, we do not propose the Specialist models as the better models in this
case, due to the higher implementation complexity compared to the Generalist models.

To evaluate the final effectiveness of our solution, we compared the dynamic scaling
mechanism using service levels, to the current situation, which is using a static service
tier. Our solution resulted in significantly higher resource utilization, while the per-
centage of time the resource was underprovisioned increased slightly. The cost savings
that were obtained ranged from €0.45 to €56.38 per day per App Service Plan.

The solution did however suffer from excessive scaling. The amount of saved energy
and cost will be dependent on the behaviour of the resource and the most prevalent
service tiers. Furthermore, the proposed dynamic scaling solution will be suitable for
resources that meet specific criteria. Examples of these criteria is that it is not vital
that computational demand is met and that the demand is not extremely volatile.

To conclude, our dynamic scaling solution effectively predicted the computational
load of cloud resources and scaled them accordingly, significantly outperforming current
static approaches. However, the issue of excessive scaling remains a concern and could
be detrimental when utilizing the solution in practice. Addressing this issue will require
further research, as outlined in the next chapter.



Chapter 7

Discussion

In this chapter we reflect on the most important aspects and outcomes of our research.
In Section [7.1] we discuss the limitations of this research. In Section [.2] we outline
potential areas for improvements and future work. In Section we describe a possible
architecture for deploying the dynamic scaling mechanism using Azure resources. In
Section[7.4]we discuss the advantages and disadvantages of the Specialist and Generalist
models. In Section we provide recommendations for Info Support based on the
concluded findings of this research.

7.1 Limitations

7.1.1 Exceeding available capacity

In the results, we saw that the consumed computational resources exceeded the available
capacity of an App Service Plan, which in reality is not possible. In this research, we
compared the CPU time and RAM usage with the upper bound of the service tier. We
saw in the results that both features could exceed the available capacity at that time,
which is impossible in practice. Thus, the actual CPU time and RAM usage would
differ from the CPU time and RAM usage that was used in this research. In practice,
the underprovisioning of the resource would potentially change the behaviour of the
Web app, and introduce for example latency that cannot be easily adjusted for.

Thus, it is important that the training datasets of a Web app are gathered when the
resource was overprovisioned. When the resource is underprovisioned during periods
from which the training, validation or test sets are gathered, the true necessary CPU
time for example will not be available, as it is upper bounded by the available capacity,
rather than the necessary computational power. However, in practice, all resources are
generally overprovisioned.

7.1.2 App Service Plan overhead

Due to operating system overhead, the amount of available resources the App Service
Plan has available for the Web Apps is most likely lower than the assumed capacity [39].
The Virtual Machine underlying to the App Service Plan must run either Windows
or Linux, which uses computational resources. This results in less CPU time and
RAM available for the Web Apps. However, the amount of computational resources
the operating system uses does not scale linearly with the computational capacity.
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Thus, the overhead percentage is most likely smaller for App Service Plans with larger
capacities.

7.1.3 Service levels

The presented service levels for the RAM and CPU of the App Service Plans are
dependent on the time of day and the computational behaviour of the Web Apps. As
we have seen in the results, service level violations generally occur due to sudden rises
or peaks in computational load. When the computational behaviour of the Web Apps
is more volatile and contains more rises or peaks, more service violations will occur as
a result. Furthermore, the service level violations generally occur during periods for
which the Web App is used relatively intensively. Thus, the service levels are likely
higher during the moments for which it is important the service levels are not violated,
namely the moments with higher activity.

7.1.4 Excessive scaling

The dynamic scaling solution led to excessive scaling of the target resource, which
might be problematic in practice. Scaling decisions tend to occur during periods of
high activity, further increasing their impact. For Web Apps, this can be particularly
problematic, as processes or user sessions can be hosted in the memory available to the
Web App. Scaling the resource causes the App Service Plan to switch to new memory,
resulting in the sessions being dropped and users being disconnected. Approximately
14% of the time the resource spent scaling. If the resource undergoes frequent scaling
throughout workloads, it is likely to significantly impact the usability of the resource.
Other Azure resources, such as Azure SQL Servers and Virtual Machines suffer from
this same issue.

7.1.5 Scaling costs

In this research, we assumed that scaling decisions did not incur any additional costs.
However, if this assumption does not hold, the total cost could be significantly higher
than presented. Investigations into the potential additional cost did not yield any valu-
able results. It is possible that there are extra costs associated with scaling decisions,
such as paying for both the current resource instance, and the resource instance being
created as a result of the scaling decision. The percentage of time that the resource is
scaling would then be the percentage of time billed for both resource instances. Con-
sequently, the total cost would then potentially be strongly influenced by the number
of scaling decisions.

7.2 Future work

7.2.1 Interpretable forecasting models

For the models used in this study, there is no straightforward interpretation of the
models decision-making processes. RNNs and LSTMs are known as black-box models,
meaning that the forecasts result from complex numerical computations that cannot
easily be interpreted. Using interpretable time series models, such as ARIMA models,
can increase the trust in model predictions and allow for better debugging of results.
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However, as these models are significantly less advanced, this would be a trade-off
between interpretability and forecasting performance.

7.2.2 Intelligent scaling agent

The performance of the dynamic scaling mechanism can potentially be drastically in-
creased by using a more advanced scaling model. The current scaling model is not
really a decision-making model, but rather a simple computational load mapping. Us-
ing for example a Reinforcement Learning (RL) agent as a scaling model can greatly
increase the flexibility and quality of the scaling decisions. Such an agent can choose
to cancel a scaling in progress. This can be valuable when there are short peaks in
the computational load. The prediction model can then inaccurately forecast the load,
causing a suboptimal scaling decision. When it becomes evident that the scaling de-
cision was suboptimal, the scaling agent can cancel the operation. Furthermore, the
number of scaling operations that are initiated can also be reduced. We could do this
by introducing a penalty for each scaling decision the RL agent makes. This way, the
agent would be motivated to minimize unnecessary scaling actions, resulting in more
robust scaling decisions, reduced cost and increased resource stability. Zhong et al.
[42] implemented a Q-learning agent that determined whether to scale or not to scale
a Virtual Machine, resulting in decreased SLA violations by up to 20% to 30%.

However, introducing an additional Al-based model into the scaling solution can
pose difficulty for guaranteeing service levels. The performance metrics of the scaling
solution are then also dependent on the behaviour of the scaling agent, which can be
difficult to understand and explain [9]. Reinforcement learning agents can also respond
unpredictably when the agent is to decide on unseen patterns. Thus, the service levels
based on available datasets will be presented with greater uncertainty.

7.2.3 Downscaling multiplier

Another approach to limit the frequency of scaling decisions is by implementing an
additional margin for downscaling. Currently, the same threshold are used for both
up- and downscaling, which can result in excessive scaling when computational load
forecasts oscillate around a specific threshold. For example, consider a scenario where
a scaling multiplier of 0.8 is used, while the current service tier is P1. The resource
is upscaled to P2 if the predicted usage exceeds 80% of P1’s capacity, or 40% of P2’s
capacity. We can then introduce a condition that prevents the scaling model from
downscaling back to P1 until the usage drops below for example 30% of P2’s capacity,
which would be 60% of P1’s capacity. We can consider this as using an upscaling
multiplier of 0.8 and a downscaling multiplier of 0.6. This way, we can partially tackle
the problem of the oscillating computational load.

7.2.4 History duration

Understanding the amount of historical training data necessary for accurate computa-
tional load predictions helps determine when the dynamic scaling mechanism can be
effectively applied for a specific resource. The amount of historical training data is also
related to the degree of computational complexity, or size, of the model. Larger models
will likely overfit earlier on smaller datasets, while they will be able to more effectively
learn the patterns present in larger datasets. Furthermore, using smaller datasets and
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Figure 7.1: Architecture of scaling mechanism in Azure

thus models can have a positive impact on the performance of the models when they
are retrained. When data shift occurs and the models are retrained, the models can
more quickly adapt to new patterns in the data, due to the smaller model size.

For reference, Microsoft uses either one or two weeks of historical data for predic-
tive autoscaling for Virtual Machine sets. In this research, the duration ranged from
approximately 20 days to 60 days. Relating the model performance to the duration for
which data was available was out of scope for this research. To investigate the impact
of the duration on model performance, models can be compared by training them with
different amounts of historical data.

7.3 Proof of concept

In discussion with field professionals, we designed a possible architecture for the dy-
namic scaling solution using Azure services. The Log Analytics Workspace (LAW)
serves as both a metric-storage and a trigger for the dynamic scaling process. An
Azure Function acts as the process orchestrator by handling the communication be-
tween the various services. All data and preparation and Machine Learning related
tasks are managed within an Azure Machine Learning (AML) pipeline. Figure
gives an overview of the full mechanism and the used Azure services. The numbered
arrows give the order and direction of communication.

The LAW collects and stores metrics per resource per minute. Each minute, a new
record becomes available for each resource that is attached to the LAW. Whenever a
new record becomes available for a resource, the orchestrator function is triggered.
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When triggered, the orchestrator queries the LAW for the most recent observations
for that resource. The orchestrator then registers relevant metrics, such as the name of
the resource and the starting time. The query result is then sent to the Azure Machine
Learning pipeline, in which the data preparation, forecasting model and scaling model
are hosted.

When the input metrics are received by the Azure Machine Learning pipeline, they
are first cleaned and preprocessed, as described in Section The preprocessed ob-
servations are then used as input for the prediction model. The averaged prediction
is then used as input for the scaling model. After the scaling model gives a service
tier as output, relevant metrics such as forecasting duration and target service tier are
communicated back to the orchestrator.

The orchestrator then sends the scaling command to the relevant resource, which
will scale the resource. When the scaling command has been processed, the orchestrator
can gather all relevant logs and save them to a database or storage account. The final
scaling duration will then however not be present in the saved logs. This duration can
be obtained later by using other Azure services, such as Azure Monitor Logs.

The dynamic scaling solution would most likely be hosted in the customer’s Azure
Subscription. This way, they are directly in control of the Azure resources without
any dependency on other subscriptions. This means that the full mechanism should be
deployed and maintained in the subscription of each customer for which the solution is
to be used.

7.4 Specialist or Generalist

For inferencing, there is no significant challenge introduced when using Specialist mod-
els compared to Generalist models. For Generalist models, a single model must be
inferenced to obtain the prediction using the input metrics. With Specialist models,
the appropriate model must first be selected based on the resource for which a scaling
decision is required. As this information can be made readily available, this poses no
issue.

The resources required for inferencing and training a Generalist model are likely to
be greater than those for the Specialist models. The Generalist model must be able
to capture a wider variety of patterns, compared to the individual Specialist models.
Therefore, the Generalist must be larger than the Specialist models in terms of com-
putational complexity. However, training or inferencing a larger model requires for
computational power per observation, as more calculations need to be performed, and
more weights must be adjusted. Furthermore, Specialist models can be trained in par-
allel. As the Specialist are trained on separate datasets, training the models in parallel
is trivial. Though, monitoring the training process for Specialist models can be more
challenging than monitoring the training process for a single Generalist model.

However, versioning and maintenance could become problematic with Specialist
models. For a Generalist model, only one model needs to be versioned. For Special-
ist models, each model would require individual versioning and updates. When the
solution is deployed in customers’ cloud environments, there would be multiple cloud
locations, hosting multiple models, each with different versions. This complexity can
make maintenance and management challenging.

As there are advantages and disadvantages to both Generalist and Specialist models,
the final choice of the most suitable approach is left to Info Support.
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7.5 Recommendations

Our first recommendation is to periodically investigate not only underprovisioning but
also potential overprovisioning of resources. Currently, Info Support checks whether the
requirements for resource capacities are determined and satisfied during project intake
and annual check-ups. Expanding these checks to include overprovisioning assessments
is likely the simplest method to reduce unnecessary costs and energy usage.

Our second recommendation is to investigate whether existing autoscaling methods
already available in Azure can be utilized. Vertical scaling can introduce issues that
affect the usability of a resource instance, so it is crucial to assess whether automatic
vertical scaling is suitable for this task. Multiple horizontal scaling mechanisms are
already available in Azure, which might be more suitable than the solution proposed
in this study.

Our third recommendation is to investigate using a Reinforcement Learning-based
agent as the scaling model in the proposed mechanism. An RL-agent can be used to
tackle the most critical shortcomings of the proposed dynamic scaling solution, which
was the excessive scaling of the resource instances that occurred.



Appendix A

Service tier histograms

In the figures below we show the histograms of the mapped service tiers for App Service
Plan 1 and 2, and the production App Service Plan.

In conversation with field professionals, we determined that the most suitable static
tier for App Service Plan 1 and 2 were P1 and P4m respectively. The service tier that
the Production App Service Plan is currently hosted in, is P2.
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Figure A.1: Histogram of mapped service tiers for App Service Plan 1
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Figure A.2: Histogram of mapped service tiers for App Service Plan 2
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Figure A.3: Histogram of mapped service tiers for the Production App Service Plan
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