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Abstract

Recommender system research has been overly fixated on accuracy, which is

severly limited and misguided [1; 2; 3; 4]. Therefore, this work advocates for

an alternative approach to deep learning research for news recommender sys-

tems that considers the user-experience and user-satisfaction as fundamental

objectives, instead of solely being guided by accuracy. This work contends that

accuracy fails to account for the full meaning of user-satisfaction. Therefore,

this work explores users’ objectives and perception of news recommendations

and news recommender systems to develop a better understanding of what

users want. Beyond-accuracy evaluation methods are presented to promote

a comprehensive framework for evaluating news recommender systems, which

is more in line with user-satisfaction than accuracy alone. Furthermore, this

thesis aims to take a broad perspective of news recommender systems. This

is done on a systemic level, by providing a conceptual and theoretical review

of two-tower deep learning models and multi-stage recommender systems. In

addition, this thesis explores several broad perspectives on news recommender

systems, by placing news recommender systems in their application context,

organizational context, and societal context. In doing so, this work aims to fa-

cilitate insights and opportunities for interdisciplinary research on the crossover

between deep learning and the aforementioned contexts. The theoretical work

is complemented with a case study on the Microsoft News (MIND) dataset

[5] to provide a practical starting point for researchers and practitioners (all

code is made publicly available on GitHub1). Based on the experiments con-

ducted, the following conclusions are drawn. First, current beyond-accuracy

evaluation metrics are highly domain-dependent and the details greatly impact

applicability, interpretability and reproducibility. Second, especially when la-

tent representations are adopted to evaluate diversity, contradicting conclusions

1The code of this research project is available on GitHub at: https://github.com/DIstha/THESIS_
PROJECT

https://github.com/DIstha/THESIS_PROJECT
https://github.com/DIstha/THESIS_PROJECT


may emerge depending on the method used to construct the latent representa-

tions. Thus, further research and user-studies are required to validate whether

beyond-accuracy metrics coincide with users’ perception of aspects such as di-

versity and novelty. Based on the theoretical and practical insights, this work

aims to provide an alternative perspective on the way academics and practi-

tioners think about researching and developing deep learning models for news

recommender systems. Rather than adopting a traditional, vertical, modular

research-approach, this work adopts a broad, lateral perspective, which may

overcome certain limitations of traditional research.
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Introduction

In an era of information overload, news recommender systems are emerging as an essential

tool for assisting users in navigating the vast landscape of news content. With the surge

in online news sources and the diverse interests and preferences of users, personalized

recommendations systems play a pivotal role in enhancing user satisfaction. By leveraging

advanced algorithms and techniques to analyze users’ preferences and historical behaviour,

recommender systems are able to provide increasingly personalized experiences. News

rcommender systems are able to automatically filter and curate news content, offering

tailored recommendations that align with users their interests and preferences.

The field of news recommender systems has seen great advancements in recent years, by

leveraging the increasing capabilities of deep learning models. The overwhelming majority

of academic research on deep learning models for (news) recommender systems, thus far,

is predominantly guided by accuracy. Accuracy as such is often measured using metrics

like AUC, precision or recall (see Section 8.1). Using accuracy to guide research and

development of deep learning models for news recommender systems is dependent on two

fundamental assumptions, which are often taken for granted by academics in the field of

computer science:

1. Accuracy metrics reflect which items users want to see.

2. Providing more accurate recommendations is better.

The degree to which these assumptions are entrenched in computer science is illustrated

by the terminology used by academics in the field. Terms such as relevance, usefulness,

utility or satisfaction are used synonymous for accuracy (e.g. [11]), without conclusive

evidence that accurate recommendations are indeed perceived by users as relevant, useful,

or satisfying.

1



1. INTRODUCTION

Some researchers have argued that these assumptions may only be true to a certain degree

and that taking these assumptions for granted (i.e using accuracy as a definitive measure

for what users want or which items are relevant, useful or satisfying) is inherently limited

[1; 2; 3; 4]. For example, previous research has shown that users may be inclined to choose

less accurate items in an attempt to improve their overall experience using a recommender

system [2; 3]. The works of Swearingen et al. [12] and Pu et al. [8] also demonstrate

that accuracy may only be partially indicative of whether users want the recommended

items or whether they perceive the system as useful. To illustrate, the work of Pu et al.

demonstrates that to what extent users want a recommended item (as expressed by users

through a questionnaire) may depend on several qualities of the recommendations, such

as the accuracy, novelty and diversity of recommendations, as well as users’ beliefs about

the transparency, control, usefulness and ease of use of the system. To conclude, there are

strong indications that accuracy only partially reflects to what degree users want an item

and providing more accurate recommendations may not necessarily be the most efficient

way to achieve better recommender systems.

This work builds upon the arguments that accuracy as a measure of what users want

is inherently limited, in an attempt to take a step towards an alternative approach to

research and development of deep learning models for news recommender systems. This

work focuses on news recommender systems, because of the interests of the organizations

affiliated with this research. However, many of the findings in this thesis may be applicable

to recommender systems in other domains as well. This work is an exploration of how the

field of computer science can research, develop and evaluate deep learning models for news

recommendations without solely relying on accuracy as a definitive measure for what users

want. This work will argue that advancing the field of news recommender systems with the

use of deep learning models requires a design- and research-philosophy that puts humans

at the centre of the process, i.e. a human-centered approach. Human-centered design

may be defined as “an approach to interactive systems development that [...] enhances

effectiveness and efficiency, improves human well-being, user satisfaction, accessibility and

sustainability; and counteracts possible adverse effect of use on human health, safety and

performance [13].” In other words, this work contends that designing and developing better

news recommender systems requires a research approach which focuses on what users

(humans) want, as its ultimate objective, rather than a mathematical notion of accuracy.

The primary objective of this work is not to critique existing research on deep learn-

ing models for news recommender systems, which are excellent works on their own terms.

Rather, this work aims to provide an alternative perspective on the way academics and

2



practitioners think about researching and developing deep learning models for recom-

mender systems. Fundamentally, we may categorize two driving forces or research-philosophies

for academic research. On the one hand, academic advancements may be driven by drilling

deeper and deeper into a specific expertise, e.g. exploring more and more complicated deep

learning models to develop slightly more accurate models. This incremental, vertical ap-

proach to research lies at the foundation of the majority of academic works, also in the field

of deep learning. On the other hand, academic advancements may emerge from combining

insights from seemingly distant research fields to arrive at novel ideas and avenues for aca-

demic research. In fact, the entire field of machine learning originates from such a collision

between two apparently distant research-fields when Warren McCulloch and Walter Pitts

formulated a mathematical model that mimicked neurons in the human brain in 1943 [14].

This combination of insights between the fields of calculus, computer science and neuro-

biology led to the an entire new research field, which we now know as machine learning

or artificial intelligence. This work aims to explore this alternative research-philosophy,

based on lateral thinking 1, in the context of deep learning models for (news) recommender

systems.

This work aims to explore a multidisciplinary, lateral thinking approach for researching

and developing deep learning models for (news) recommender systems. In doing so, this

work aims to address three pitfalls or “traps” that traditional, vertical research may fall into

when researching deep learning models. The “traps” this work aims to address are derived

from the “abstraction traps” formulated in the work of Selbst et al. [16]. As Selbst et al.

formulates it, these traps arise “because academics consider the machine learning model,

the inputs, and the outputs, and abstract away any context that surrounds this system.”

This work argues that academic research on deep learning models for news recommender

systems, such as the works reviewed by Wu et al. [17], may fall into one of the following

traps, due to the modular research-approach which abstracts away any context surrounding

the deep learning model. Below, we describe the three traps these works may fall into.

Formalism Trap

Failure to account for the full meaning of social concepts [which] cannot be

resolved through mathematical formalisms [16].

1Lateral thinking may be defined as: “the solving of problems by an indirect and creative approach,
typically through viewing the problem in a new and unusual light.” [15]

3



1. INTRODUCTION

As mentioned prior, the majority of deep learning research for news recommender systems

aims to achieve improvements in terms of certain accuracy metrics (e.g. those mentioned

in Section 8.1). These metrics are used to evaluate whether deep learning models provide

good accuracy on training data and good generalizability to unseen data. The underlying

assumption that accuracy metrics reflect what users want or desire is taken as given and

rarely if ever questioned for validity. The objective should ideally be to develop deep

learning models which are capable of providing recommendations that lead to the highest

user-satisfaction. Accuracy metrics cannot capture the full meaning of a social concept like

user-satisfaction. Hence, this work aims to answer how we may capture user-satisfaction

more comprehensively for evaluating deep learning models.

Framing Trap

Failure to model the entire system over which a social criterion [...] will be

enforced [16].

As computer scientists, we are taught to adopt a modular research approach, which

clearly frames our inputs, outputs and objectives. In practice this generally means devel-

oping a set of deep learning models, which we compare in similar conditions (same dataset)

on a set of similar objectives (accuracy metrics). The problem with this approach is that

deep learning models rarely operate in such a vacuum in the real world. Recommender

systems are usually build up of multiple components, i.e. several different deep learning

models and additional methods or algorithms work in conjunction to form a recommender

system, as will be discussed in Section 2.2. The result of adopting a modular approach is

that deep learning models are validated in solitude, but their performance is rarely evalu-

ated in context of the entire system. Therefore, this work attempts to steer away from this

by explicitly adopting a broad view of news recommender systems. In addition, by framing

research such that performance of models is evaluated by accuracy, academic works may

overlook the fact that deep learning models may exhibit other qualities, which may be more

effective in achieving better news recommender systems. That is, researchers are eager to

claim that one model outperforms another if it provides slightly more accurate recommen-

dations, while neglecting other aspects, such as the diversity of recommendations, which

may be more impactful on the user-experience than the difference in accuracy.

4



Solutionism Trap

Failure to recognize the possibility that the best solution to a problem may not

involve technology [16].

The majority of deep learning research is aimed at incrementally improving accuracy

metrics, each time slightly improving performance compared to previous methods. Such

an approach fails to recognize that there are other qualities or aspects of a (news) rec-

ommender system, other than the performance of the deep learning models, which may

contribute to the desired outcome. For example, Swearingen et al. [12] showed that rec-

ommendations were perceived as more useful by users if more information was provided

about the items (e.g. an item description or a review by another user), compared to the

same recommendations without additional information. Thus, there may be alternative

methods of achieving better news recommender systems rather than slightly improving the

accuracy performance of the deep learning models used.

The objective of this work is to explore a human-centered approach to researching deep

learning models for news recommender systems, instead of being solely focused on accuracy

metrics. In addition, this work aims to place deep learning models for news recommender

systems in their broader context to reveal opportunities for new insights and research av-

enues on the crossover between deep learning and their broader context. By adopting such

a holistic, multidisciplinary approach, which relies on lateral thinking, rather than a tradi-

tional, vertical research-approach, we attempt to address the aforementioned abstraction

traps. In doing so, this work attempts to take a step towards a news recommender system,

which is able to provide truly satisfying recommendations for users, using deep learning

models. To conclude, the objective of this work may be capture as an attempt to answer

the following main research question:

RQ How can we move towards a human-centered research- and design-philosophy for

developing, implementing and evaluating deep learning models for news recommender

systems?

Essentially, our aspiration is to explore how existing deep learning research can contribute

more effectively to the development of large-scale news recommender systems, such that

recommendations are perceived as more satisfying by users. In its attempt to move towards

human-centered deep learning this work explicitly takes a broad perspective of the context

in which these deep learning models operate. Nonetheless, this work is realized under

5



1. INTRODUCTION

certain assumptions to somewhat delineate the scope of our research. First of all, this work

omits traditional algorithms or models for (news) recommendations and focuses on state-

of-the-art deep learning models, because deep learning forms the predominant method for

news recommendation, as will be further contended in Section 2.1. Second, we assume that

advancing the field of deep learning for news recommendations requires actionable insights.

Accuracy metrics might hold such an established position in deep learning research because

they provide clear and precise insights in the performance of models. If we want to move

towards deep learning models which aim to provide satisfying recommendations rather than

just accurate recommendations, we will need actionable insights to be able to steer research

in the right direction. Finally, this work is accomplished under the assumption or belief

that placing deep learning models in their broader context will reveal new opportunities

for academic research. Based on these assumptions, we formulate three sub-questions that

this work aims to address:

SQ1. What is the state-of-the-art in deep learning models for news recommender systems?

SQ2. How can we better understand and measure whether news recommender systems

provide recommendations that users want?

SQ3. What is the context in which deep learning models for news recommender systems

operate?

1.1 Contributions

The main contributions of this thesis are the following:

1. This thesis provides a discussion of the state-of-the-art in deep learning for news

recommender systems and provides a systemic view to promote research into inter-

connected components, in an attempt to steer away from the framing trap.

2. This work attempts to facilitate a shift towards a human-centered approach to deep

learning research for news recommender systems. By discussing the objectives of

users and the qualities of news-items and recommender systems that may be perceive

as useful, this work may contribute to a better understanding of what recommenda-

tions users truly want.

6



1.2 Organization

3. Beyond-accuracy evaluation metrics are discussed and formulated in an attempt to

provide a more comprehensive set of measures to determine the quality of news

recommendations, which is more in line with what users want than accuracy metrics

alone. Thus, we aim to take a stride towards tackling the formalism trap.

4. This thesis places news recommender systems in their application, organizational

and societal context to reveal insights and avenues for further interdisciplinary re-

search. In doing so, this thesis aims to take a step towards overcoming the framing

trap and aims to promote interdisciplinary research on the crossover between news

recommender systems and their surrounding context.

5. A case study on the MIND dataset [5] is presented which implements an end-to-end

news recommender system based on various deep learning models. In addition, sev-

eral experiments are conducted to provide practical recommendations for researchers

and practitioners to move towards a human-centered approach for researching such

recommender systems.

1.2 Organization

The remainder of this thesis is structured in an attempt to answer the three sub-questions

and to arrive and a conclusion about how the field of deep learning can move towards

a human-centered approach. Essentially, this thesis is structured to take an increasingly

broadened view of deep learning models for news recommender systems. First, Section 2

examines the current state-of-the-art in deep learning models for news recommendations

and establishes a systemic framework in which deep learning models operate. Next, Section

3 explores how we may form a better understanding of what news recommendations users

want and how this can be measured to provide actionable insights for academic research.

Subsequently, Section 4 explores the broader context in which deep learning models and

new recommender systems reside, including its application context, organizational context,

and societal context. The first three sections of this work are thus structured to provide

an increasingly broad perspective on deep learning for news recommender systems, which

may be illustrated by the pyramid in Figure 1.1.

The first three sections of this work form a strictly theoretical approach in an attempt

to answer sub-questions SQ1, SQ2 and SQ3. The latter part of this work, instead, takes a

practical approach to investigating human-centered deep learning models for news recom-

mender systems in Section 5. This is done in the form of a case study, which is performed

7



1. INTRODUCTION

DL

Human-
centered DL

Broader context

Section 2

Section 3

Section 4

Figure 1.1: Structure of this thesis

on the MIND dataset [5]. Based on the findings of Section 2 this work implements state-

of-the-art deep learning models for news recommendations and places these models in an

operational end-to-end multi-stage recommender system. Next, the performance of these

deep learning models is evaluated on the basis of the findings in Section 3. Ideally, the

end-to-end news recommender system based on various deep learning models developed in

the case study is examined in its broader context, by implementing it in an actual applica-

tion and having users interact with the system. However, this exceeds the possibilities and

resources for this work, hence the system and models are evaluated on an offline dataset.

Limitations like these and directions for further research are discussed in Section 6. Finally,

Section 7 summarizes this work and presents the conclusions.

1.3 Preliminaries

Due to the broad, multidisciplinary nature of this work, it may be worthwhile to establish

a common understanding of the type of news recommender systems this work refers to

without diving into the technical details of the underlying deep learning models. First, let

us explicitly mention several news systems this work does not address. This work does

not address any information systems used by journalists to explore potential news-stories.

This work also does not refer to search engines for news articles. Instead, this work focuses

8
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on news recommender systems that form the fundamental basis of a consumer application.

That is, our main focus in on large-scale news aggregators that use recommender systems

as their main method of providing news to users, e.g. Google News 1 or Feedly 2. This

excludes traditional media outlets which may merely use a news recommender system as

a feature besides their traditional methods of selecting and presenting news articles to

users, although the findings in this work may still be applicable to some extent. This work

has adopted a fictitious use case to showcase the type of recommender systems this work

addresses, which is a mobile application with a single, scrollable timeline (not necessarily

chronological) that recommends news articles from multiple news sources (see Fig. 1.2).

The assumption is that the timeline of such a mobile application is entirely controlled by

a news recommender system that relies on deep learning methods, without any human

redacting.

Figure 1.2: Mockup of news recommender system application

1www.news.google.com
2www.feedly.com
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2

Deep Learning Framework

In this section, we first investigate the state-of-the-art in deep learning models for rec-

ommender systems in Section 2.1 to examine research-question SQ1. Besides providing a

conceptual overview of current deep learning approaches for recommender systems, Section

2.1.1 also provides a mathematical framework. Next, Section 2.2 discusses a multi-stage

modeling framework, consisting of a retrieval and a ranking stage, which is often adopted

in real-world applications of deep learning for recommender systems. Section 2.2.1 and

Section 2.2.2 further explore how deep learning models can be adopted for the ranking and

retrieval stage. Retrieval and ranking form the core components of effective multi-stage

recommender systems, therefore, this work examines both in conjunction. As this work

attempts to take a broad perspective of news recommender systems, Section 2.3 discusses

the interplay between both components.

2.1 Two-tower Deep Learning Models

Traditionally, recommender systems can be categorized as collaborative filtering, content-

based filtering or a hybrid approach [18], but recently deep learning methods have become

a popular method for (news) recommendations [19]. Raza and Ding [19] identified a clear

rising trend in the use of deep learning algorithms for news recommender systems in their

survey. The same rising trend is shown in Figure 2.1, which shows the number of publica-

tions in recent years that mention both “personalized news recommendations” and “deep

learning” in the title or abstract. In addition, a recent survey by Wu et al. [17] also indi-

cates that deep learning methods are the predominant method for news recommendations.

Furthermore, numerous researchers have demonstrated positive results using deep learning

methods [5; 17; 20; 21; 22; 23; 24; 25; 26; 27; 28]. Thus, deep learning seems to remain

11



2. DEEP LEARNING FRAMEWORK

the predominant method for news recommender systems in the near future. Hence, this

work will limit its discussion of models for news recommendation to deep learning methods.

Readers interested in a review of more traditional methods for news recommendations may

turn to one of the many surveys published in the past years [19; 29; 30; 31; 32; 33].
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Figure 2.1: Number of publications containing both “personalized news recommendations”
and “deep learning” in the title or abstract.

Most deep learning models for news recommendations proposed in recent years follow a

common two-tower architecture [17], which can be represented by three core components:

a user module (user encoder), a candidate item module (news encoder) and a prediction

module, see Figure 2.2. The user module and candidate item module are two independent

models, which create a representation for the user and candidate items, respectively. Next,

the prediction module uses the representations created by the user module and candidate

item module to make a prediction whether the candidate item matches the user. The two-

tower architecture has also been shown to provide promising results outside the domain

of news recommendations, for example to recommend mobile apps [34], movies [35; 36],

music [35], images [36], books [37], and videos [38; 39]. Below, the three modules of the

two-tower architecture will be briefly discussed.
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2.1 Two-tower Deep Learning Models

Figure 2.2: Framework of the core components in new recommendation models.

Candidate Item Module (News Encoder) The candidate item module, or news

encoder, aims to create a meaningful representation of a news item, based on its char-

acteristics and content. Wu et al. [17] distinguish two approaches to modeling news

items: feature-based and deep-learning based. Feature-based modeling approaches rely

on hand-engineered features, such as TF-IDF, entities, or topic-distribution (LDA) [17].

Deep-learning approaches, on the other hand, use NLP techniques and neural networks to

automatically learn news representations. Feature-based approaches usually require more

effort and domain knowledge, and are usually not capable of capturing the sementic mean-

ing of news items as well as deep-learning approaches [17]. Therefore, researchers seem to
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2. DEEP LEARNING FRAMEWORK

shift towards deep-learning based approaches.

User Module (User Encoder) The user module, or user encoder, attempts to capture

the personal interests and preferences of users. Some of the earlier methods represent users

by their ID, but such methods suffer from data sparsity and are inherently limited [17].

Most methods, however, attempt to model users’ preferences based on past behaviour,

such as the news articles a user has clicked on in the past. In such a case, the semantic

meaning of historical news items can be captured in a similar way as done by the candidate

item module for candidate news articles. Next, additional neural layers may be applied to

capture common interests throughout the historical news articles. Some works incorporate

additional contextual features to model the users, such as demographics or location [17].

Prediction Module The prediction module combines the user and news embeddings

to determine which news articles are relevant for the user. Several methods determine

the relevance of news items for a user based on the similarity in their representations,

for example Wu et al. [21] determine the similarity between users and news items by

computing the inner product of the two embeddings. In such a case, the inner product

can be considered a point-wise prediction of the relevance of a news item for the given

user. In case the users are modeled based on news articles which they clicked on in the

past, the inner product can also be seen as a prediction of the click-probability, i.e. the

probability that the user will click on the news article. This prediction can subsequently

be used to rank multiple news items, by sorting the news items by their relevance score or

click-probability. Some researchers propose other methods of determining the relevance of

news items for users in the prediction module, for example Wu et al. [40] predict the click-

probability, probability of finishing the article and the dwell time. In addition, researchers

have shown that the prediction module can also be transformed to accommodate multi-

task learning, for example Liu et al. [41] introduce a prediction module which predicts the

relevance of news items, as well as the category and popularity of the news item.

2.1.1 Mathematical Formulation

The general approach for news recommendations, following the two-tower architecture, can

be formulated as follows. Suppose we have a user u ∈ U , where U is the set of all users,

and news item v ∈ V , where V is the set of all news items. Our objective is to determine

the relevance of a news item v for a particular user u, e.g. if we adopt a click-probability

prediction module our objective is to predict whether user u will click on news item v.
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2.1 Two-tower Deep Learning Models

Each news item can be represented by an M -dimensional feature vector {vi}Mi=1, where

vi ∈ V may be a wide variety of features, such as the ID, category, title, or content of the

news item. Next, each news item is mapped to a k-dimensional embedding space:

ψ(v) : V × Rd → Rk (2.1)

where the model ψ represents the candidate item module, which creates an embedding ψv

for v.

Each user u can also be represented by a set of N features {ui}Ni=1. A common approach

is to represent a user based on the sequence of news items the user has interacted with in

the past, i.e. the user u is represented by Hu = {vh1 , vh2 , ..., vhN}, where Hu is the sequence

of the N historic news items for user u. The set of features {ui}Ni=1 may also contain

additional contextual factors, such as the time, location, or device. Similar to candidate

news items, each user u is mapped to a k-dimensional embedding space by a parameterized

model:

ϕ(u) : U × Rd → Rk (2.2)

where the model ϕ(u) represents the user module, which creates an embedding ϕu for u.

The news encoder ψ(v) and user encoder ϕ(u) map news items and users to a shared

k-dimensional space, such that if we consider a user u, who prefers item a over item b, the

models ϕ and ψ create an embedding ϕu for u and ψa and ψb for a and b, for which we

have:

sim(ϕu, ψa) > sim(ϕu, ψb) (2.3)

where sim(·) is a certain similarity function, e.g. cosine similarity. In addition, a rel-

evance score (e.g. click-probability) may be calculated by combining the user and item

representation, which is usually computed as the inner product of the two embeddings:

ŷ = ⟨ϕu, ψv⟩ (2.4)

The parameters θ of the two-tower model can be learned from a training set of T exam-

ples, denoted by:

T := {(ui, vi, qi)}Ti=1

where (ui, vi) is a pair of a user ui and item vi, and qi ∈ R the associated reward for each

pair [39]. The reward qi can be an explicit rating of a user u towards item vi or an implicit
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feedback metric, such as whether the user has or has not interacted with the item, in that

case qi = [0, 1] for all items. But qi can also be extended to capture various degrees of user

engagement with certain items. For example, qi can be the fraction of the news item read

by a user.

The task of selecting the appropriate items to recommend from a larger set of D items,

can be treated as a multi-class classification problem, where the likelihood of recommending

item v from a corpus of V items is formulated by the softmax probability function:

P (vi|uj) =
es(vi,uj)∑

i∈[V ] e
s(vi,uj)

(2.5)

where s(vi, uj) = ŷ(i,j) denotes the logits predicted by the full model for item vi and user

uj [34; 36; 39; 42]. Incorporating the reward qi results in a weighted loss function:

LT (θ) = −
1

T

∑
i∈[T ]

qi · log(P (vj |ui; θ)) (2.6)

When V is very large, it is not feasible to compute the loss function over all items in the

corpus. Instead, the loss function may be evaluated over a batch of B pairs {(ui, vi, qi)}Bi=1.

For each i ∈ [B] we may calculate the batch-wise cross-entropy loss as:

LB(θ) = −
1

B

∑
i∈[B]

qi · log(P (vj |ui; θ)) (2.7)

Finally, the parameters of the full model can be updating the parameters using a gradient

descent algorithm, e.g. Stochastic Gradient Descent (SGD), with a learning rate γ:

θ ← θ − γ∇LB(θ) (2.8)

The mathematical problem formulation as described here, seems to be the predominant

approach in academic works at the time of writing. Nonetheless, numerous researchers

have proposed deviations in their works. Obviously, there can be many deviations in the

features used and modeling techniques applied to create embeddings for users and items.

Furthermore, we already established that the reward qi may impact the performance of

the recommender system, by changing qi such that it captures various degrees of user

engagement. In addition, there seems to be deviations in the way negative samples are in-

corporated in the loss function [17]. In addition, certain researchers alter the loss function

by incorporating secondary objectives, such as time-decay to promote recency [43], a pref-

erence regularizer [26], or a sentiment-based regularizer [44]. To the best of my knowledge,
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there is no comparative study available that investigates the impact of variations in the

loss-function. In addition, the majority of publications evaluate the performance of meth-

ods only against accuracy metrics, neglecting other aspects that may be of importance for

improved user-satisfaction. Hence, there is a lack of evidence whether proposed methods

truly improve user-satisfaction.

2.2 Multi-stage Recommender Systems

In commercial settings, recommender systems are usually build up of multiple components

(multi-stage RSs), to improve the scalability and latency of the system. The two-tower

deep learning models discussed in Section 2.1 offer a high quality of recommendations,

but are computationally intensive. Therefore, it is impractical to evaluate all items in

the corpus ad hoc, i.e. when a user makes a request for a recommendation. Instead,

recommending items to users is split up in multiple stages, which together form a pipeline

to select relevant items from a large collections of items. There are different blueprints for

multi-stage recommender systems in circulation, but in its essence each system consists of

at least two stages: a candidate retrieval stage followed by a ranking stage [45], see Figure

2.3. The two-stage system design has previously been adopted by YouTube to recommend

videos [38; 39; 46], by LinkedIn to recommend jobs [47] and by Pinterest to recommend

social posts [48]. In this section, we first discuss how we may use deep learning models to

approach the ranking stage in Section 2.2.1. Next, we investigate the candidate retrieval

stage in Section 2.2.2.

recommender systems may be split up over multiple stages. In addition, we evaluate the

benefits and challenges that follow from a multi-stage recommender system design.

2.2.1 Ranking Stage

The two-tower deep learning models discussed in Section 2.1 can readily be applied to rank

a set of candidate items for a particular user. Since, two-tower deep learning models are

capable of accurately modeling users’ preferences, the predictions of such a model can be

used to rank items by their utility for users. Suppose we have a two-tower deep learning

model s(vi, uj), which predicts the relevance of item vj for user ui, i.e. ŷ(i,j), for all items

in a set of candidate items C. Then, the predictions of the two-tower deep learning model

are readily converted into a ranking model, by sorting items based on the predicted utility:
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Figure 2.3: Two-stage recommender system (Image by [6])

Ru =

|C|∑
k=1

argmax
ck∈C

s(ck, uj) (2.9)

with Ru the ranked list of recommendations for user u and ck the k-th candidate item in

the set of candidates C. Thus, it is possible to accurately rank a set of candidate items,

provided that the set of candidate items is of a reasonable size.

Two-tower deep learning models are computationally intensive, which makes it imprac-

tical to select relevant items from the entire corpus of items ad hoc. Instead, candidate

retrieval methods are adopted in real-world applications to rapidly select a small subset

of items, in the order of a few hundred items, as candidates from the entire corpus, which

can be in the order of millions or billions. Thereafter, the subset of candidate items can

be evaluated by a two-tower deep learning model to select and rank the very best items,

usually in the order of dozens, from the set of candidates. Below, the candidate retrieval

stage in multi-stage recommender systems is briefly discussed.

2.2.2 Candidate Retrieval Stage

The candidate retrieval (or candidate generation) stage is often the first stage of a recom-

mender system and its aim is to find an adequate subset of potentially relevant candidate

items from a large collection of items. In the candidate retrieval stage, a subset of items

in the order of hundreds is selected from a collection of items in the order of millions or

billions. Because this stage deals with an immense amount of data, the methods used for
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candidate retrieval are generally light-weight models optimized for efficiency over accuracy.

Many of the approaches and methods used in candidate retrieval for recommender systems

find their origin in information retrieval. For an extensive introduction to information

retrieval readers may turn to Manning’s textbook on information retrieval [49].

The candidate retrieval stage has to satisfy two important properties. First, given the

large corpus of items, candidate retrieval needs to be scalable to ensure tolerable latency

and computational effort [50]. Second, the retrieved candidates must be of sufficiently high

quality, which requires precisely modeling interactions of users’ and items [50]. Conven-

tional methods represent users and items by constructing similar features for both, e.g.

keywords, categorical tags or LDA vectors. This allows for retrieving candidate items for a

user based on the feature similarity. For this operation, similarity search, index structures

like Locality Sensitive Hashing (LSH) and KNN graphs can be constructed in advance,

which significantly increases efficiency. Conventional methods are, however, limited in

their capability to accurately represent users and items, due to modeling items and users

through hand-engineered features. More recently, deep learning-based systems, such as

Wide&Deep [51], Deep&Cross [52], DeepFM [53] and xDeepFM [54], were proposed to

capture user interest with high precision. However, in these cases users and items are

no longer represented by similar feature representations. Therefore, embedding-based re-

trieval methods were developed to leverage the efficiency and scalability of conventional

methods and the accuracy of deep-learning approaches [7; 38; 39; 50; 55].

Here I will briefly formulate a general approach to embedding-based similarity search

retrieval methods using deep-learning models. Embedding-based similarity search methods

leverage the same principles underlying the two-tower deep learning methods discussed in

Section 2.1. We already established that two-tower deep learning models are able represent

users and items accurately in a shared latent space, such that given a user u who prefers

item a over item b, we have:

sim(ϕu, ψa) > sim(ϕu, ψb) (2.10)

where sim(·) is a certain similarity function, e.g. cosine similarity, and ϕu, ψa and ψb are

the representations of the user, item a and item b, respectively. Thus, candidate items

can be retrieved directly using similarity search methods (or approximate nearest neighbor

ANN search), such that items can be indexed for efficient retrieval. This makes it possible

to store user and item representations in an indexed vector database (e.g. Faiss [56]) and

utilize similarity search methods like KNN-graphs [57; 58].
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2.3 A Systemic Perspective

The two fundamental stages, retrieval and ranking, together form an end-to-end news rec-

ommender system. Nonetheless, there are only a handful of publications available that in-

vestigate these two stages in conjunction, such as [39; 55; 59]. To the best of my knowledge,

there is no work available that evaluates both stages in conjunction for news recommenda-

tions. From an academic perspective, it may make sense to break up research in individual

components, since this makes it straightforward to formulate and frame the problems. In

addition, there are numerous benchmark datasets available for each individual component

in isolation. However, if we adopt a broader systemic perspective on news recommender

systems and the role deep learning models play in such a system, as this work attempts

to do, this seems as an opportunity for exploring the interplay between both stages. To

quote Liu et al. [50]: “It is apparent that the candidate retrieval operation severely affects

the overall recommendation quality, whose performance has to be optimized within the inte-

gral system.” In this section, we will explore the possible interplay between the candidate

retrieval stage and ranking stage from a theoretical perspective, which may reveal insights

or opportunities for further research aimed at the entire system shown in Figure 2.3.

Figure 2.4: Similarity-search for users with multiple interests (Image by [7]).

Candidate retrieval methods may play a principal role in the items that are being rec-

ommended to users downstream. From a theoretical point of view, it seems likely that the

results of the ranking stage in a multi-stage news recommender system, rely heavily on the

candidate-items it is receiving as input from the candidate retrieval stage. Therefore, can-

didate retrieval methods may play a key role in ensuring novelty, diversity and serendipity

in the final recommendations, but there are still open-ended questions that require further
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academic investigation. First of all, this work recommends researchers and practitioners

to investigate the magnitude with which the candidate retrieval stage impacts the rank-

ing stage. Secondly, assuming the candidate retrieval stage impacts the latter ranking

stage, it may be worthwhile to investigate how to optimize the retrieval stage for desirable

results downstream. Furthermore, embedding-based similarity search methods offer high

flexibility in feature representations, which makes it possible to combine multiple retrieval

methods to improve novelty or diversity. Therefore, it may be possible to combine multiple

retrieval methods which each capture a different aspect of items and users’ preferences in

order to improve performance and diversity.

On the contrary, candidate retrieval may hinder diversity, novelty and serendipity in

recommendations, precisely because these methods rely on similarity-search methods [7; 9].

Similarity-search methods only greedily retrieve the top-scored items, which may all be very

similar items. In most applications, including the news domain, users usually have a diverse

set of interests, but this may be overlooked by similarity-search methods. This problem

is illustrated in Figure 2.4, which shows the calculated preference score for a number of

movies for a particular user (blue line) and the items that are retrieved by similarity-search

methods (items above the dotted line labeled “ANN Search”). In this case, this particular

user has this highest interest in comedies, which are indeed retrieved using approximate

nearest neighbor (ANN) search. However, the user also shows an interest in thrillers, but

these movies are not selected by the retrieval method, because the method only retrieves

the top-scored items. From a user perspective it may be more desirable to retrieve some

comedy movies and some thrillers to improve diversity and the overall user-experience.

Some researchers have proposed methods to improve the diversity in embedding-based

retrieval methods. Zhang et al. [7] propose a divide and conquer strategy, which retrieves

items from several clusters in the item space (i.e. from different peaks in Figure 2.4).

El-Kishky et al. [9] propose kNN-Embed, an approach which transforms a single user

embedding into a smoothed mixture of learned item clusters to capture distinct user in-

terests. Zhang et al. [7] report significant improvements in user engagement in live A/B

experiments using their divide and conquer retrieval strategy. El-Kishky et al. [9] report

both an improvement in recall and diversity in offline evaluation using their kNN-Embed

method. Furthermore, since embedding-based similarity search can be performed in near

real-time, it is possible to incorporate contextual information, such as the time, location

or user-device, which may further improve accuracy of recommendations.

To conclude, adopting a systemic perspective of news recommender systems may re-

veal new opportunities for improving recommendation performance. By highlighting the
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connection between both stages, as illustrated in Figure 2.3, this work aims to promote

academic research investigating such systems in their entirety. Throughout this section

discussing the interplay between both the retrieval and ranking stage, we have mentioned

several qualities of retrieval and ranking models, such as diversity, novelty and serendipity.

However, most publications on retrieval and ranking methods omit such qualities in their

research and only evaluate performance using accuracy metrics. In the following section,

we will further investigate these additional qualities in more detail.
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Human-Centered Deep Learning

The majority of deep learning research for news recommender systems is guided by accuracy

metrics. Using accuracy metrics as the sole measure for performance fails to recognize that

user-satisfaction or the perceived usefulness of recommendations cannot be captured by a

single mathematical formalism. In this section we explore what makes a news recommender

system better and how we can form a better understanding of what users actually want and

how this may be quantified in an attempt to answer SQ2. We may take several approaches

in trying to uncover what users want from a news recommender system and how deep

learning research may capitalize on this. First, we take a human perspective on news

recommendations in an attempt to uncover what users want in Section 3.1. This includes

the goals users are trying to achieve when using a news recommender system in Section

3.1.1, and the qualities of recommender systems and news items that users perceive as

desirable in Section 3.1.2. In the latter part of this section, we attempt to provide insights

into ways deep learning researchers can shift towards a more comprehensive set of measures

for evaluating the performance of news recommender systems in Section 3.2.

3.1 A Human Perspective

3.1.1 Goals

Herlocker et al. [60] identify ten tasks or goals users may wish to achieve with the help

of a recommender system. In the context of news recommendations, the objective of users

will likely be what Herlocker et al. [60] categorizes as “finding some good items”, i.e. users

will likely want to read some (not necessarily all) news articles that meet their personal

preferences or interests. Since users may read several news articles in a sequence, it may be

fruitful to attempt to recommend a sequence of news articles which may be more pleasing
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as a whole, as exemplified by the work of Abdollahpouri et al. [61]. In addition, Herlocker

et al. [60] note that in certain recommender system applications users may occasionally

only be browsing, without actively interacting with recommendations. The same may

potentially be observed in the context of news recommendations, where certain users may

merely wish to scan the headlines. Identifying the task users attempt to perform with a

news recommender system may allow for a system design that tailors towards that task.

Regardless of whether users are reading a single article, sequence of articles or scanning

articles, the ulterior motive for reading news is much more complex and encompasses

desires such as being informed, socially engaged, and amused [62]. According to Schrøder

[62] users want to read news because they perceive it as relevant to their personal lives,

such as their family, workplace or local community. Furthermore, she argues that one of

the reasons users want to read news is to be more socially engaged. People may read stories

because they belief others around them might take an interest in it. Bengtsson [63] also

reveals some insights into reasons why people want to read news, such as that people prefer

articles which they perceive as useful for themselves in the near future and for positioning

themselves in the world.

Here we presented two ways of thinking about the goals users wish to achieve with a news

recommender system. The first, rather practical in terms of the how users interact with

the items, and the latter from a broader social perspective. We contend that unveiling

such goals may yield a better understanding of the purpose of developing deep leaning

models and news recommender systems. As Herlocker et al. put it: “[The] performance of

a recommender system must be evaluated with respect to specific user tasks and the domain

context.”

3.1.2 Desirable Qualities

Understanding qualities which are perceived as useful or desirable may unveil new insights

in developing better news recommender systems. Both the qualities of the system itself

and the items being recommended play a role in how users perceive the recommendations.

Sundar [64] provides a comprehensive examination of the qualities of news stories that

impact people’s perception of the news items, based on interviews and questionnaires.

Based on the responses of participants, Sundar categorizes the perceived qualities of news

articles in four distinctive categories: credibility, liking, quality and representativeness.

Each category was associated by several qualities, which respondents had to rank. For

example, credibility was expressed in terms of how biased, fair and objective respondents

perceived the news article. For a full list the qualities Sundar identified as most influential
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for respondents perception of news articles, see Table 1 in his work [64]. Most news

recommender systems, however, gather news articles from external sources and, thus, have

very little control over the content that is being fed into the system.

Instead of looking at the qualities of individual news items, it may be more fruitful to

investigate qualities of the system that affect users perception of the system and the rec-

ommendations. Swearingen et al. [12] conducted a user-study involving a questionnaire

and interview to investigate the qualities of a recommender system that make whether

users perceive recommendations as “good” and “useful”. Swearingen et al. pointed out

that accuracy of the recommendations correlated highly with perceived usefulness, but

also identified several other qualities. First, when users where shown recommendations

which that had seen before, this improved users’ trust in the system and made them more

likely to perceive recommendations as useful. Second, users showed positive responses to

new and unexpected recommendations. Furthermore, Swearingen et al. showed that im-

proving the transparency of the system and available information about items improved

the perceived usefulness of the system. Pu et al. [8] also conducted user-studies to in-

vestigate the qualities of recommender systems that affect users perception of the system.

Based on participants responses about the qualities of a recommender system through a

questionnaire, Pu et al. constructed a user-centric evaluation framework for recommender

systems. This structural model is shown in Figure 3.1. Qualities such as the recommen-

dation accuracy, recommendation novelty and recommendation diversity were shown to

have a positive impact in users intention to purchase or use the recommended item, i.e.

these qualities had a positive effect on the perceived usefulness of recommendations. It

is worth noting that these descriptions of the perceived qualities were not deducted by

the researchers, but rather expressed by the respondents themselves. For example, the

diversity of recommendations was determined by asking respondents to rate the following

question on a 5-point Likert scale: “The items recommended to me are diverse.”

3.2 Evaluating System Performance

Designing appropriate evaluation methods is crucial for assessing the performance of recom-

mender systems in the context of human-centered news recommendations. Firstly, eval-

uation metrics provide a standardized framework to compare and benchmark different

retrieval and ranking models, enabling researchers and practitioners to identify the most

effective approaches. Secondly, proper evaluation techniques facilitate the evaluation of

recommender systems under various conditions, such as different user preferences, item

25



3. HUMAN-CENTERED DEEP LEARNING

Figure 3.1: User-Centric Evaluation Framework of Pu et al. (Image by [8]).

characteristics, or contexts. This allows for a better understanding of the strengths and

limitations of recommend systems in different scenarios. Thirdly, appropriate evaluation

methods can be adopted to ensure that the systems keeps operating as expected in pro-

duction, eliminating the risk of model drift. Ultimately, selecting appropriate evaluation

methods leads to a better understanding of recommender systems, ensuring their ability

to deliver relevant recommendations and enhancing user satisfaction.

Many researchers have pointed out that evaluating the utility of recommender systems

in terms of accuracy may not suffice [1; 4]. Some user studies have indicated that rec-

ommendation accuracy may the the most important factor contributing to the utility of

recommendations, such as the one conducted by Swearingen and Sinha [12]. However,

this does not mean that accuracy is the only factor contributing to the perceived utility of

recommendations [4], as we have discussed in Section 3.1. To develop deep learning models

using a human-centered approach, researchers need to shift from a purely accuracy-focused

approach, to a broader set of metrics. In this section, we will present several metrics pro-

posed in the literature to quantify beyond-accuracy metrics, such as diversity, novelty,

recency, serendipity and unexpectedness.

Prior to discussing the various evaluation methods, this section first includes a note on

collecting user feedback in recommender systems in Section 3.2.1. The way user feedback
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is collected in recommender systems may impact to what extent conclusions can be drawn

about the preferences of users. Next, Section 3.2.2 discusses methods to evaluate the diver-

sity of recommendations, as diversity may be an important aspect in providing satisfying

recommendations for users with distinct interests. In Section 3.2.3 methods to evaluate the

novelty and recency of recommendations are presented, since including a small portion of

novel items has been shown to have a positive impact on user satisfaction [8; 12]. Finally, in

Section 3.2.4 methods to evaluate the serendipity and unexpectedness of recommendations

are reviewed. Unexpected recommendations may be more interesting to users and might

challenge users to expand their tastes [4]. In this work we focus our attention on diversity,

novelty and serendipity. Diversity and novelty are the two qualities of recommendations,

besides accuracy, identified by Pu et al. to be indicative of users’ perception of the system.

In addition, we review serendipity and unexpectedness, because Swearingen et al. showed

that users responded more positively to recommender systems that recommended new and

unexpected items.

3.2.1 User Feedback

An effective recommender system should be able to adequately model users’ preferences,

which depends largely on the way users’ preferences are elicited. First of all, a distinction

can be made between systems that allow users to interact with the system anonymously and

systems that require explicit user profiles [19]. The former case being especially challenging,

because of the short time-frame and the fact that each user-session is faced with the cold-

start problem [65; 66]. Several session-based methods have been proposed in the domain

of news recommendations, such as the works of Sottocornola et al. [65] and Trevisiol et

al. [66]. These methods are, however, incapable of modeling user preferences over the

span of multiple sessions and may be highly biased towards popular items. Secondly, user

preferences may be modeled based on either explicit or implicit feedback [19]. Explicit

feedback, most commonly ratings, is easily quantifiable, but may be intrusive to the user

experience or may be neglected by users [67]. Hence, many recommender systems rely on

implicit feedback, such as clicks on items or interaction time, to determine users’ preferences

[19].

Implicit feedback is widely used to model users’ preferences in (news) recommender

systems, but the use of implicit data should be carefully considered in the design process.

First of all, several academics have pointed out that implicit feedback metrics may not be as

accurate as expected [68; 69]. For example, using clicks as a proxy for which news articles

are relevant for users may be hindered by the presence of undesirable articles with click-bait
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titles. Likewise, using the time spend reading as a metric may favour lengthy articles or

may be skewed by idle time of users [69]. In addition, implicit feedback often lacks a clear

negative signal, such that for many items no feedback is available [10]. Items for which

no feedback is available can, therefore, either be irrelevant items users chose to ignore

or perfectly relevant items which were simply not discovered by users [10]. This possible

bias should, therefore, be carefully taken into account when constructing a recommender

system based on implicit feedback data.

3.2.2 Diversity

Diversity, in the context of recommender systems, refers to how dissimilar the items in a

list of recommendations are from each other. The informal argument often made in the

literature in favour of diversity is that a list of very similar items may quickly bore the

user [4]. This intuitive argument is supported by research which has shown that users will

actively attempt to improve the diversity of recommendations by choosing less-preferred

items [2; 3]. To measure the diversity of a list of items we need some notion of what it

means for two items to be similar or dissimilar. In fact, if we have an arbitrary function:

sim(ri, rj),

which returns a similarity score for two recommended items ri and rj , than we can also

calculate a similarity score for a set of R recommended items (Note that a score for the

similarity of a set of items can simultaneously be used as a measure for how diverse the set

of items is, i.e. the lower the similarity score, the higher the diversity). A popular way to

calculate the similarity over a set of items is to use the Intra-List Similarity (ILS) metric

introduced by Ziegler et al. [2]:

ILS(R) =

∑
ri∈R

∑
rj∈R,ri ̸=rj

sim(ri, rj)

2
(3.1)

Today it is more common to replace the denominator by the number of comparisons to

report the average pairwise similarity [70]:

ILS(R) =

∑
ri∈R

∑
rj∈R,ri ̸=rj

sim(ri, rj)

((|R|)(|R| − 1))/2
(3.2)

Another variation of the ILS-metric was proposed by Sheth et al. [71], who propose to

calculate the ILS as an average of the number of recommendations in the list:
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ILS(R) = 100×
∑

ri∈R
∑

rj∈R,ri ̸=rj
sim(ri, rj)

|Ru|
(3.3)

One approach to score the similarity between two items is to calculate a certain dis-

tance metric between the latent representations of the two items [11]. Constructing proper

latent representations is highly context dependent, which makes it complicated to extrap-

olate from previous research [72]. In addition, in many applications there is a lack of

confirmation whether the similarity between latent representations accurately reflects the

human perception of similarity [70]. Zhang et al. [4] overcome this limitation by scoring the

similarity between two items based on a Collaborative Filtering memory-based similarity

metric (CosSim):

CosSim(i,j) =
# of users who like both i and j√
# of likes for i×

√
# of likes for j

(3.4)

This metric determines the similarity between two items based on the proportion of users

the two items have in common [4]. The intuition behind the metric is that similar items

will probably be liked by similar users. The advantage of this method is that it is domain-

independent, which makes it a popular choice for academics [11]. Nevertheless, it is again

not guaranteed that this metric coincides with diversity as perceived by users.

There are several other diversity metrics proposed in the literature. Fleder et al. [73]

represent diversity in e-commerce product recommendations using the Gini coefficient, but

according to Kunaver et al. [72] it is questionable whether this metric can be applied

to other domains. Vargas et al. [74] calculate diversity based on a combination between

genre coverage (number of different genres present in the list of recommendations) and non-

redundancy (genres do not repeat on the list). The limitation of this metric is that it only

works for items corresponding to genres and it is still unclear how to include other factors

that may contribute to perceived diversity. Another approach is to calculate diversity as

part of the nDCG measure, as done by Clarke et al. [75] and Vargas [76], but this requires

extensive data to be correctly evaluated. For an comprehensive survey of the diversity

metrics proposed in the literature, readers may turn to Kunaver et al. [72]. Kunaver et

al. [72] note, however, that very few researchers agree on the metric that should be used

for diversity. The metrics proposed by researchers are often highly domain-dependent or

presented in such an abstract manner that the details are left to be interpreted [72].
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3.2.3 Novelty and Recency

The concept of novelty refers to the ability of a recommender system to introduce users to

items they have not previously experienced [4]. The argument for novelty is that recom-

mending items users are very familiar with may be accurate, but also far too obvious and

of little help to the user [2]. Both Swearingen and Sinha [12] and Pu and Chen [8] have

shown that a small portion of novel items can have a positive impact on user satisfaction.

According to Silveira et al. [11], items can be novel to users on three levels. From the high-

est level perspective (life level), an item is novel to a user if the user has never experienced

the item in his/her life. This includes any experiences outside the recommender system. It

may be possible to evaluate life level novelty of items by surveying users and asking them

whether they know the items, but there does not seem to be a metric that quantitatively

evaluates this. On a more practical level, items can by novel to users on a system level or

recommendation list level. If an item is novel on the system level, it means that the user

has not previously interacted with the item according to the user’s history recorded on the

system. Novelty on a recommendation list level generally refers to non-redundant items in

the list of items recommended in a single session [11].

Avoiding redundant recommendations in the list of items is generally enforced post-

ranking, by re-ranking or filtering items. So, although it is important to analyse novelty

on a recommendation level, most metrics are designed on a system level in an attempt

to improve recommender models. Nakatsuji et al. [77] determine novelty based on the

similarity between the items in the list of recommendations and the history of the user:

nov(Ru) =
∑
i∈Ru

min
j∈Hu

d(class(i), class(j)) (3.5)

The proposed metric is based on a distance metric d, which calculates the distance between

the classes of two items, based on the number of hops between class(i) and class(j) in a

taxonomy. Another measure for novelty is the following metric introduced by Zhou et al.

[78]:

novelty =
1

|U |
∑
u∈U

∑
i∈Ru

log2 popi
|Ru|

, (3.6)

where popi is a popularity score for item i, based for instance on the number of users that

have interacted with the item. The metric quantifies to what extent globally “unexplored”

items are being recommended on average, based on the assumption that users are more
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likely to be familiar with globally more popular items. Castells et al. [79] propose an iden-

tical novelty-metric although slightly reformulated by first expresing the generic novelty

of a single item using the Shannon Entropy:

novelty(i) = − log2 p(i), (3.7)

where p(i) represents the probability that item i is chosen by a random user. Next, Castells

et al. define the expected novelty (m(R)) over a list of recommendations as:

m(R) =
∑
i∈R

p(i|R)novelty(i). (3.8)

Assuming that each item i occurs only once in a list of recommendations, we have p(i|R) =
1

|Ru| which shows the similarity between Eq. 3.6 and Eq. 3.8. Castells et al., however,

make an interesting note that p(i|R) can be replaced by p(i|R, u) by considering to what

extent user u has browsed through the list or recommendations R and whether item i is

at all relevant to user u.

In many recommender system applications the perceived value of items may be correlated

with the lifetime of items. In certain cases, the value of items may deteriorate as the

lifespan of the items increases, such as old movies, songs or especially news stories. To

what extent a recommender system is able to recommend fresh items is referred to as

recency or freshness. Chakraborty et al. [80] propose a measure of recency in the context

of recommending news stories, based on the difference between the recommendation time

and the time the news story was published. The metric introduced by Chakraborty et al.

[80] may be generalized to determine the recency of a recommended item i as follows:

recencyi =
1

time since i entered catalog of RS
, (3.9)

where the time may be in seconds, minutes or hours depending on the application. To

effectively compare the recency of multiple items in a list of recommendations, the recency-

score (recencyi) of each item can be normalized by the most recent item in the list of

recommendations:

normalized_recencyi =
recencyi

max(recencyi∀i)
(3.10)
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3.2.4 Serendipity and Unexpectedness

The term serendipity refers to “lucky findings” or a “satisfying surprise” [11]. Since serendip-

ity is a complex concept, researchers adhere to various definitions of serendipity in the

context of recommendations and have proposed various metrics. Zhang et al. [4] define

serendipity as the “unusualness” or “surprise” of recommendations. Maksai et al. note

that serendipitous recommendations must both be unexpected and useful to the user:

“serendipity is the quality of being both unexpected and useful” [81]. Although researchers

may debate on the exact definition, the reasoning for serendipity is often similar. A rec-

ommendation may be accurate and novel, but hardly surprising [4]. For example, recom-

mending a novel Hollywood movie to a user who usually watches blockbuster movies is

hardly surprising, but recommending an arthouse movie is. As Zhang et al. [4] formulate

it: “a serendipitous system will challenge users to expand their tastes and hopefully provide

more interesting recommendation”.

There are several approaches taken by academics to evaluate serendipity. Here we will

focus on approaches that evaluate serendipity through a single formula or metric. Two other

approaches are evaluation through user surveys and determining serendipity indirectly

based on its components, such as novelty and diversity [82]. Ziarani et al. [82] provide a

comprehensive survey of serendipity evaluation methods for recommender systems. Based

on their survey, they conclude that serendipity can be evaluated as the ratio of the number

of useful and unexpected recommendations to the total number of recommendations:

Serendipity =
|Unexpected ∩ useful|

|Ru|
(3.11)

This provides a simple and intuitive evaluation metric, but lacks guidelines for quantifying

when a recommendation is unexpected or useful. The same impractical abstraction is

present in several other publications proposing evaluation metrics for serendipity. For

example, De Gemmis et al. [83] propose the following evaluation metric:

Serendipity =

∑
i∈Ru

S(i)

|Ru|
, (3.12)

with

S(i) =

{
1, if i is serendipitous
0, otherwise (3.13)

However, to actually evaluate whether a recommendation is serendipitous or not, the au-

thors rely on a user-study.
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Jain and Hasija [84] propose to measure the serendipity of a recommended item i as:

Scount(i) = min dist(i, j) (3.14)

with

dist(i, j) = 1− (Gi) ∩ (Gj)

(Gi) ∪ (Gj)
, (3.15)

where Gi is the set of positively rated serendipitous items and Gj the set of positively rated

items. The set of serendipitous items is based on the negative ratings of dissimilar users.

Classifying items as serendipitous this way may work in applications where users provide

explicit feedback in the form of a rating, but this does not translate to the case where there

is only implicit, positive feedback. Namely, if all items without implicit, positive feedback

would be regarded as negative feedback, the set of items with negative feedback would

likely span the majority of the catalog of items, including unserendipitous items.

Zhang et al. [4] assess serendipity using the cosine-similarity to evaluate the similarity

between items in the user’s history Hu and the items in the list of recommendations Ru.

The more similar the historical items and the recommended items, the less surprising the

recommendations are considered to be. That is, lower values indicate more serendipitous

recommendations:

Unserendipity =
∑
u∈S

1

|S||Hu|
∑
h∈Hu

∑
i∈Ru

CosSim(i, h)

|Ru|
(3.16)

According to Silveira et al. [11], this metric seems reasonable, since serendipitous recom-

mendations should not be very similar to the user’s consumption profile. However, they

point out that this metric does not take into consideration whether the recommendations

are useful. Hence, the metric might be evaluating novelty or unexpectedness instead.

Unexpectedness may be defined as a “divergence from expected recommendations”, which

can be considered closely related to or even overlapping with the concept of serendipity [11].

In the literature, there are two approaches proposed to measure unexpectedness: metrics

based on a primitive recommender system (PMu) and metrics not involving a primitive

method. The underlying assumption of metrics based on a primitive recommender system,

is that the recommendations made by a primitive model are to be expected, whereas

unexpectedness will by high for items that cannot be predicted by a primitive model

[85]. Ge et al. [86] proposed the following metric for unexpectedness, using a primitive

recommender system:
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unexp(Ru) = Ru − PMu, (3.17)

which was subsequently refined by Adamopoulos et al. [87] to reflect the rate of unexpect-

edness:

unexp(Ru) =
Ru − PMu

|Ru|
. (3.18)

It is, however, unclear to what extend items recommended by a primitive recommender

system may be considered to be expected and items not recommended to be unexpected.

Kaminskas and Bridge [88] proposed a metric for unexpectedness, without using a primi-

tive recommender system, based on a point-wise mutual information function (PMI(i, j)).

The PMI function calculates the probability of two items i and j to be rated by the same

users as follows:

PMI(i, j) =
log2

p(i,j)
p(i)p(j)

− log2 p(i, j)
, (3.19)

where p(i) is the probability of item i to be rated by users. Next, unexpectedness is defined

as either of the following two expressions:

unexp(Ru) =
∑
i∈Ru

∑
j∈Hu

PMI(i, j) (3.20)

unexp(Ru) =
∑
i∈Ru

max
j∈Ru

PMI(i, j) (3.21)

According to the authors, these metrics may, however, be biased towards rare items, which

are always considered to be unexpected.
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Broader Context

In this section the broader context of news recommender systems is explored to investigate

SQ3. Placing news recommender systems in their broader context may reveal new op-

portunities for academic research in deep learning models for news recommender systems.

We can identify several context in which we can investigate news recommender systems,

see Figure 4.1. In Section 2 we already established that deep learning models do not

operate individually, but rather in a systemic framework. That is, several deep learning

models together form a news recommender system. This news recommender system is,

subsuquently, part of an application, for example a mobile app as shown in Figure 1.2.

This is what we will refer to as the application context of a news recommender system.

Furthermore, each news recommender system is part of an organization that operates the

system, which forms the organizational context. Next, the people using the application

containing the news recommender system form an additional contextual layer. The per-

spective of users on news recommender systems has already been discussed in Section 3.

Finally, each news recommender system exists in a societal context, which forms the final

layer in Figure 4.1. In this section, we first explore the application context in Section 4.1.

Next, we discuss the organizational context in Section 4.2 and the societal context in 4.3.

4.1 Application Context

Understanding the application context in which a news recommender system operates, may

enhance the effectiveness of researching and developing deep learning models. Specialized

deep learning techniques may be leveraged for different applications. Furthermore, collab-

orations between other domains associated with researching news applications and deep
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Figure 4.1: Various degrees of context for deep learning models and news recommender
systems

learning experts might reveal new opportunities for research, which might otherwise go un-

noticed. Let us illustrate this point with an analogy. Consider the short-form video sharing

platform YouTube1, which is powered by a sophisticated recommender system based on

deep learning models. YouTube, which is operated by Google, likely has the resources

and capabilities to develop some of the best deep learning models for recommending their

videos. As such, the home-page of YouTube has likely gotten better and better over time,

driven by the increased performance of the underlying deep learning models. Nonetheless,

YouTube has recently been overtaken as the dominant video-sharing platform by TikTok2.

TikTok, like YouTube makes use of sophisticated deep learning models to provide recom-

mendations. However, TikTok also optimized other aspects of their application, such as

1www.youtube.com
2www.tiktok.com
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being able to swipe through single videos, rather than having to navigate a home-page.

TikTok might not have even have more accurate deep learning models than YouTube, in-

stead they found a way to combine their recommender system with a novel interface, which

has apperently led to a huge increase in user-satisfaction. Thus, it may be possible to opti-

mize the capabilities of deep learning models or news recommender systems by optimizing

it in conjunction with the surrounding application context. We split the discussion of the

application context in this section up in two parts. First, we discuss the functionality of

the application in Section 4.1.1. Second, we discuss the interface of the application in

Section 4.1.2.

4.1.1 Functionality

During the design process and technique selection of a news recommender system, it is

vital to identify and describe the required functionality of the recommender system within

its application. In Section 3.1.1 we already established that news readers may have dif-

ferent objectives when using a news recommender system. This section builds upon these

objectives and discusses in more detail the functionality that users may expect from a news

recommenders system. First, the degree of personalization is discussed and the implica-

tions this has. Second, the trade-off between user-control and cognitive load is reviewed.

Finally, we briefly discuss contextual factors, e.g. time, location, or device, that may be

leveraged to develop a context-aware recommender system.

During the design process of a news recommender system, the desired degree of personal-

ization should be established. The degree of personalization may be on an individual level,

group level, or system level [89]. In applications where users have distinctive preferences,

users will benefit from more personalized recommendations. However, more personaliza-

tion in news recommendations may also lead to isolating users from diverse viewpoints

[90; 91]. In addition, increased personalization may raise users concern about their privacy

[92]. Therefore, it is worth evaluating to what degree users benefit from more personal-

ized recommendations. This allows for a well-informed decision in the trade-off between

increased personalization and potential drawbacks.

While using a news recommender system, users may expect to be able to assert a certain

degree of control over the system, either directly or indirectly. User control may improve

the quality of recommendations [93], assert autonomy [94], and increase credibility and

trust [8]. Prior to designing a news recommender system, it should be investigated whether

users expect to have direct control over the recommendation algorithm(s) or indirect control

through a control panel, personal preference profile, or in terms of privacy policies [89]. The
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desired degree of user control must also be in line with organizational objectives and must

also be technically feasible. Furthermore, a balance must be found between the degree

of user control and cognitive load, as certain control mechanism proposed in academic

literature may be too complex and burdensome for the average user [95].

Contextual factors, such as time, location, or device, may be leveraged to deliver more

valuable recommendations [96]. Kille [97] has shown that news-readers behavior differs

depending on the time, weekday or device used, which leads to the belief that users’

preferences vary depending on the context. In addition, leveraging contextual factors may

help alleviate the cold-start problem, as contextual factors are often available even for new

users [98]. Therefore, there may be a benefit in adopting a context-aware recommender

system. Nonetheless, several researchers have indicated that effectively designing a context-

aware news recommendation approach is not a straightforward task [97; 99].

4.1.2 Interface

The interface design of the application containing the news recommender system addresses

how, when, and where items are presented to users. Certain interface design choice may

be made regardless of the underlying recommendation techniques, however, some aspects

do affect the entire system design. First of all, the modeling framework, algorithms and

evaluation methods may differ depending on the way items are shown, as well as the number

of items shown. Second, the (multi-)modality of news items, including the possible multi-

lingual nature of the items impacts the entire modeling framework. In this section we will

discuss these two aspects related to interface design-choices.

The desired organization and structuring of recommendations and the number of items

shown affects the appropriateness of both modeling and evaluation techniques. Commonly,

the user-experience and user-satisfaction are leading in determining the best method of pre-

senting recommendations to users. An important design choice that should be considered is

the trade-off between information completeness and information overload [95; 100]. Show-

ing too few items may have users wandering whether they are missing out on items that are

not shown. On the other hand, showing too much items can be overwhelming. The num-

ber of items recommended at the time, may favour certain recommendation techniques.

Tailored models and algorithms have been developed to facilitate towards certain options,

e.g. sequential models tailored for recommending a sequence of items [101] or models that

explicitly consider the position of items in a list [102]. In addition, it should be noted that

certain evaluation metrics, as discussed in Section 3.2, may only be applicable to a list of

items, rather than a single recommendation.
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News content may be presented in a multitude of modalities, such as text, video, audio

or image, which makes it especially challenging to model and compare items [103]. In

addition, news readers may wish to read or consume news in multiple languages, which

poses similar challenges. To be able to recommend relevant items from a range of modalities

or in different languages, it is required to make some sort of comparison between news items

in different formats or languages. Many embedding techniques are tailored or developed for

a single format (e.g. images or text) and many natural language processing methods are

monolingual [104]. This makes it challenging to develop a modeling framework in which

news items are represented uniformly. News recommender systems that are effectively

capable at recommending multi-modal and multi-lingual items may be perceived as more

useful by users, even if they suffer a drop in accuracy performance.

4.2 Organizational Context

Although recommender systems are designed to assist users, they are often implemented

to serve certain business or organizational objective as well [95]. Hence, recommender

systems may have various (and sometimes competing) objectives to serve the needs and

desires of multiple stakeholders. In addition, the objectives and goals may not be uniform

across a single group of stakeholders, e.g. users may have different objectives depending

on their personal preferences. Jannach [95] and Jannach and Adomavicius [105] classify

two (groups of) stakeholders: users and the system provider. In this section, we explore

the goals and objectives of this latter stakeholder, the system provider or organization, as

this reveals insights about the organizational context in which news recommender systems

reside.

Organizational Goals The organization that designs and implements a news recom-

mender system, the system provider, usually does so with certain business objectives in

mind, such as revenue, profit, user-retention, or user-satisfaction. Some of these objectives,

such as user-satisfaction, serve both the users and the organization, but there may also

be competing interests. Conflicting objectives essentially arise as a result of the business

model the system provider operates under. In the domain of (news) content recommenda-

tions, the prevailing business model relies on ad-revenue. Therefore, the system provider

may have an intrinsic motivation or ulterior objective to recommend items that maximize

ad-revenue, instead of user-satisfaction. In that case, the system provider should find a

balance between the competing objectives of user-satisfaction and ad-revenue, as leaning
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too far to either side may be sub-optimal. Jannach [95] and Jannach and Adomavicius

[105] provide a detailed discussion of the possibly competing organizational objectives that

may arise for recommender systems in general.

4.3 Societal Context

Content recommender systems are able to provide highly personalized experiences, but

also face substantial criticism in society. Critics argue that by continuously showing users

content that aligns with their personal interests, platforms may limit exposure to diverse

perspective and reinforce existing beliefs, which may lead to increased polarization in

society. Furthermore, there are concerns about the lack of transparency and algorithmic

accountability of the models used. These algorithms often operate as black boxes, with

limited transparency regarding their inner workings, which raises concerns about potential

biases and unintended consequences. In addition, privacy risks arise because recommender

systems rely on collecting vast amounts of personal data from users to be able to infer

users’ preferences. Especially news recommender systems may be at risk of raising social

and ethical concerns, due to the nature of news and the fundamental role news plays in

any democratic society. Therefore, this section explores the societal and ethical context

of news recommender systems, such that researchers and practitioners can mitigate social

and ethical concerns.

4.3.1 Societal Role

Helberger argues that media, and consequently news recommender systems, have two im-

portant roles to fulfill in any democratic society [106]. The first objective is to inform

citizens, to enable citizens to make an informed political choice, and to hold democrat-

ically elected representatives accountable. The second objective is to facilitate a public

forum where different ideas and opinions can be articulated, encountered and debated.

The work of Helberger provides a discussion of the relative weight different theories of

democracy attach to these two roles. Here, we will refrain from discussing democratic

theories at length, but it is worth noting that the role a news recommender system plays

in a democratic society depends on the democratic theory one adheres to. For example, if

the system design strives for a recommender system conform a liberal model of democracy,

the preference should be given to self-selected recommendations (users determine the se-

lection criteria for recommendations based on their preferences). On the contrary, conform

a participatory or deliberative model of democracy, it may be more desirable to design a
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recommender system which occasionally nudges users towards more diverse viewpoints or

information they “ought to read”[106].

4.3.2 Ethics

Recently, some academics have raised ethical challenges or concerns that should be un-

derstood and addressed during the design and deployment of recommender systems [107].

Milano et al. [107] formulate six areas of concern posed in the literature, namely “inap-

propriate content, privacy, autonomy and personal identity, opacity, fairness, and social

effects”. According to Milano et al. [107] a feature of a recommender system can be cate-

gorised as an ethical issue if “it negatively impacts the utility of some of its stakeholders

or, instead, constitutes a rights violation, which is not necessarily measures in terms of

utility”. Below I will briefly summarize the six areas of concern as categorized by Milano

et al. [107].

• Inappropriate content: Inappropriate content harms the user-experience. Mitigating

the negative impact of inappropriate content (or items) in recommender systems is,

thus, mainly an issue of quality control.

• Privacy: User privacy is inherently challenging for recommender systems, as most

systems require user data to effectively model users’ preferences. Privacy risks do

not only arise because the system models users’ preferences from the data, but also

simply because such data is collected and stored. If data is collected or shared without

explicit consent or data is leaked to malicious external agents, the users’ privacy is

at stake.

• Autonomy and personal identity: There may be a risk for users that recommender

systems make certain recommendations to nudge users in a certain direction, by

providing “addictive” content or by limiting the range of options.

• Opacity: In theory, transparent algorithms or explainable recommendations could

mitigate the risks posed on the autonomy of users. Currently, however, transparency

and explainability are not yet sufficiently achievable and still pose a challenge to

academics.

• Fairness: There is an ongoing debate among academics about what fair recommen-

dations should entail, albeit inconclusive, due to multiple notions of fairness, which

are not all mutually compatible [108]. An example of two mutually incompatible

41



4. BROADER CONTEXT

notions of fairness that may arise in recommender systems is the conflict between

equality of opportunity and equality of outcome [109]. That is, it may be debated

whether it would be more fair to recommend underrepresented news-articles or mi-

nority viewpoints more often, such that they are recommended as often as any other

news (equality of outcome), or whether it would be more fair to give each article,

author or publisher the same opportunity to be recommended (equality of opportu-

nity).

• Social effects: The ethical challenge faced by recommender systems, which is prob-

ably brought up most often both in- and outside of academia, is the impact recom-

mender systems may have on society. Especially news recommender systems and

social media have a high risk of creating self-reinforcing biases and creating “echo-

chambers” or “filter bubbles”. Researchers have pointed out that these effect may be

damaging to the normal functioning of public debate and to democratic institutions

[90; 110; 111; 112; 113].

Researchers have proposed a variety of methods and practices, which may be adopted

in the design process of news recommender systems, to mitigate some of the ethical chal-

lenges raised by Milano et al. [107]. For example, Wang et al. [114] developed a multi-task

framework which is able to generate textual explanations for recommendations, which may

improve transparency. Mulder et al. [115] propose a framework to increase viewpoint di-

versity in news recommendations, which may mitigate adverse social effects. Furthermore,

Qi et al. [116] propose a novel news recommendation framework, which allows user be-

havior data to remain stored on the users’ devices, thus alleviating privacy concerns. In

addition, both Helberger [106] and Heitz et al. [117] have argued that news recommender

systems may also have positive effects on a democratic society.
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Case Study

This section presents a case study in which we carry out a practical investigation of human-

centered deep learning for news recommender systems. This case study builds upon the

deep learning models introduced in Section 2 and the insights and evaluation metrics

from Section 3. The case study is conducted to examine the state-of-the-art in deep

learning methods for news recommender systems and to review current capabilities of

moving towards a human-centered research approach. By implementing the deep learning

models introduced in Section 2, this work provides both a practical and theoretical starting

point for researching state-of-the-art deep learning models for news recommender systems

(research-question SQ1). In addition, the deep learning models are implemented in an

end-to-end multi-stage recommender system in this case study. Therefore, our case study

provides practical insights in the interplay between candidate retrieval methods and ranking

methods, which to the best of my knowledge has not been done prior in the domain of

news recommendations. In doing so, this work aims to take a step towards a broader

perspective of deep learning models for news recommender systems to avoid the framing

trap introduced in Section 1. The experiments are conducted on the Microsoft News

Dataset (MIND) [5], which serves as a benchmark dataset for news recommender systems.

Previous academic research has focused mainly on developing novel deep learning methods

for achieving improved accuracy performance. This work, instead, aims at exploring the

possibility of evaluation deep learning models following a human-centered approach. In

doing so, we aim to provide practical insights to support our understanding of what users

want and how this can be quantified. That is, we aim to provide practical insights for our

second research-question SQ2.

The remainder of this case study is structured to follow the theory provided in Section 2

and Section 3. Section 5.1 introduces several publicly available datasets and substantiates
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the decision for using the MIND dataset for this case study. Section 5.1.1 describes the

MIND dataset and reports general statistics to establish a thorough understanding of the

data. Section 5.2 describes the models used for the experiments and the methodology.

Section 5.3 evaluates the recommendation models on accuracy performance. Section 5.4

evaluates the diversity of the recommendations, using two methods. In Section 5.4.1 diver-

sity is measured using a domain-independent intra-list similarity metric, using the CosSim

metric. In Section 5.4.2 diversity is determined using the intra-list similarity metric based

on the latent representations of news items. Section 5.5 evaluates the novelty of recom-

mendations, which is first done on an item-level in Section 5.5.1. In Section 5.5.2 this

work proposed an adapted version of the novelty metric of [79] and [78] which operates

on a category-level. Finally, the conclusions based on the experiments are formulated in

Section 5.6.

Objective The objective of this case study is to provide a starting point and practical rec-

ommendations for researchers and practitioners interested in adopting a human-centered

approach to deep learning models for news recommendations. This case study mainly

addresses two aspects, which we consider essential to transition to a human-centered ap-

proach. First, this case study aims to take a step in overcoming the formalism trap defined

in Section 1, by considering qualities of recommendations other than accuracy, such as

diversity and novelty. Second, this case study serves as a testimony for adopting a broad

perspective in academic research, in order to avoid the framing trap (see Section 1). This

work explicitly examines an end-to-end multi-stage recommender system in an attempt to

reveal insights for further research.

5.1 Datasets

There are several publicly available datasets for news recommender research, such as Plista

[118], Adressa [119], Yahoo [120], and MIND [5]. Both Raza and Ding [19] and Karimi et

al. [30] provide an overview of these and other news recommendation datasets. The Plista

dataset consists of data gathered from 13 German news portals, the Adressa dataset con-

sists of users’ reading time of Norwegian news articles and the Yahoo and MIND dataset

are both gathered from English news articles. This research is conducted for a Dutch orga-

nization, therefore, it seems counterproductive to select a dataset in a different language.

To the best of my knowledge, there is however no publicly available dataset which con-

tains user logs for Dutch news articles. Hence, an English dataset is preferred, because (1)
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there are more Natural Language Processing (NLP) techniques available for the English

language and (2) English is understood by a broader audience.

Both the Yahoo dataset and the MIND dataset serve as a good benchmark dataset

for researchers. There are, however, two key differences between the two that should be

considered. First, the Yahoo dataset consists of explicit user ratings, which may make it

the preferred option for collaborative filtering (CF) research [19]. The MIND dataset, on

the other hand, logs user feedback in the form of click and non-clicked events. Secondly, in

the Yahoo dataset the actual content of the news items is unavailable, whereas the MIND

dataset contains rich textual content including the title, abstract, body, and category [19].

In the intended application setting for which this research is conducted, the user feedback

is assumed to be collected as implicit feedback, that is in the form of click and non-clicked

events (or reading time). Also, it is assumed that there will be access to similar rich textual

features as in the MIND dataset. In addition, the MIND dataset is easily accessible online,

whereas the Yahoo dataset are only made available upon request. Therefore, the MIND

dataset will be used for this research.

5.1.1 Microsoft News Dataset (MIND)

The MIND dataset contains user logs collected from the Microsoft News website from

October 12 to November 22, 2019 [5]. The dataset contains anonymized behaviour logs of

1 million randomly sampled users who had at least 5 clicks during this period. Microsoft

provides two versions of the dataset, a large version which includes all impression logs

generated by the 1 million users, and a small version created by randomly sampling 50.000

users and their behaviour logs. In addition, both versions are already split in a training

and test set to promote accurate comparison among publications. For the large version of

the dataset, the first four weeks of the collection period are used to construct users’ click

history, the fifth week is used for training and the sixth week for testing. In addition, the

samples in the last day of the fifth week are used as a validation set. The test set, however,

does not contain labels, as this test set has been used for the MIND News Recommendation

Competition held from July to September 2020, as part of the 1st International Workshop

on News Recommendation and Intelligence, held on April 14, co-located with The Web

Conference 2021.1 Therefore, predictions made on the test set can only be evaluated

1At the time of writing, information about the workshop can be found at https://msnews.github.
io/workshop.html and the winning submissions for the competition, including technical reports, can be
found at https://msnews.github.io/competition.html.
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File Name Description
1 behaviors.tsv Contains the click histories and impression logs of users.
2 news.tsv Contains the information of the news articles.

3 entity_embedding.vec
Contains pre-constructed 100-dimensional embeddings
for the entities in each news article (learned from
WikiData by TransE method).

4 relation_embedding.vec
Contains pre-constructed 100-dimensional embeddings
for the relations between entities in each news article
(learned from WikiData by TransE method).

Table 5.1: Description of MIND dataset files.

by submitting results to the MIND competition hosted on CodaLab1, which limits the

evaluation metrics to AUC, MRR, nDCG5, and nDCG10. Hence, the validation set is

used in this work for evaluating the models.

Both the training and validation set contain four different files, see Table 5.1. Since

the data in production does not contain information about entities or relations between

entities, unless extracted using NLP methods, the entities and relations and corresponding

embeddings will be disregarded. Disregarding the entities and relations may make it harder

to make accurate predictions. Nevertheless, there are numerous publications on the MIND

dataset that do not make use of the entities and relations, such as [20; 21; 23; 121].

Therefore, we should still be able to compare results to other publications, even without

taking the entities and relations into account.

The behaviors.tsv file contains the impression logs and users’ click histories. It has five

columns:

1. Impression ID: ID of an impression log.

2. User ID: Anonymized ID of the user.

3. Time: Impression time in the format "MM/DD/YYYY HH:MM:SS AM/PM".

4. History: List of news articles (News IDs) the user has previously clicked on.

5. Impressions: List of news articles (News IDs) displayed to the user in this session,

including user’s click behavior (1 for click and 0 for non-click). The order of news

articles in an impression have been shuffled.

The news.tsv file contains all features related to the news articles, which are:
1Currently, the MIND competition is publicly available for anyone to participate in and being hosted

on CodaLab at https://codalab.lisn.upsaclay.fr/competitions/420.
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Training set Validation set Test set
# Impression samples 2.232.748 376.471 2.370.727
# Unique users 711.222 255.990 702.005
# News articles 101.527 72.023 120.959

Table 5.2: Dataset statistics

1. News ID: ID of the news article.

2. Category: One of twenty keywords describing the category of the news article.

3. Subcategory: Keyword further specifying the category of the news article.

4. Title: Full text of the title.

5. Abstract: Full text of the abstract.

6. URL: URL of the news article on the Microsoft News website.

7. Title Entities: Information about the entities in the title. (disregarded)

8. Abstract Entities: Information about the entities in the abstract. (disregarded)

According to the original paper accompanying the release of the MIND dataset, there

should be 2.186.683 samples in the training set, 365.200 samples in the validation set,

and 2.341.619 samples in the test set [5]. This deviates from the number of samples in

the datasets used for this research1, which are shown in Table 5.2. It is unclear why,

as the datasets were downloaded from the official source. Abdulhussein and Obaid [122]

also report a different number of samples in their work, namely 1.000.000 samples for the

training set and 1.048.576 samples for the test set. Both Abdulhussein and Obaid [122]

and Ruan [123] do report the same number of news articles in each dataset as mentioned

in Table 5.2. Furthermore, the original paper mentions that the dataset is contructed by

sampling data from 1 million users, but in the dataset used in this work, there are only

876.956 unique users in all three datasets combined. It might be the case that they did

sample 1 million users and thereafter removed users with less than 5 news clicks during

the sampling period, but this is unclear from the original paper [5], so one can only guess.

The MIND dataset serves as a benchmark dataset for ranking models. That is, for each

user in the behaviors.tsv file, a set of candidate news articles (impressions) is provided,

and the goal is to rank these news articles as appropriately as possible. As shown in Table

5.1.1, there are on average 37,40 news-articles to be ranked for each user. Essentially,

the candidate retrieval stage, that is the stage in which a small set of candidate items is

selected from the entire catalog, is already done. In the intended use case, such a small
1Datasets are downloaded from the official website(https://msnews.github.io/) on 11/05/2023.
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News dataset Training set Validation set Test set
# Categories 18 17 18
# Subcategories 285 269 290
Avg. title length (words) 10,68 10,74 10,71
Avg. abstract length (words) 36,44 35,44 36,50
Impression log dataset Training set Validation set Test set
Avg. history length 33,00 32,65 41,61
Avg. # impressions 37,40 37,41 39,28
Avg. click-ratio 0,108 0,10 NA

Table 5.3: Feature statistics

subset of candidate items is not readily available for each user and has to be constructed

using candidate retrieval methods. In this case, candidate retrieval methods would have

to select a subset of candidate news articles from the news.tsv file, which contains 101.527

news articles. Since the candidate retrieval stage has already been performed, the number

of candidate items that have to be compared is small. This allows us to evaluate more

complex ranking models on the dataset.

Most of the time, users only click on one article from all the articles presented in one

session. In fact, this is the case in 1.613.818 of the impressions, which is 72,28% of the

impression samples. On average, users click on 10,8% of the articles shown to them in a

single session. Each news article in the dataset has been clicked on at least once by a user.

On average, articles are clicked on by 660 users. The number of clicks on a single article

is, however, skewed to the right, due to some very popular articles which have been clicked

on almost 5.000 times.

5.2 Methodology

In this section, we first introduce several two-tower deep learning models developed for

news recommendations, which have been implemented for this work and describe the cor-

responding methodology in Section 5.2.1. In the second part, in Section 5.2.2, we describe

how these deep learning models were implemented in an end-to-end multi-stage news rec-

ommender system.
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5.2.1 Two-tower Deep Learning Models

The methods used for this work were all developed on the MIND dataset and each adopt

a two-tower deep learning approach as discussed in Section 2.1. In this work, we turn our

attention to four news recommendation methods: NRMS [21], LSTUR [121], NAML [20]

and TANR [22]. These methods were selected for two reasons. First, implementations of

these models can be found in the Microsoft Recommenders open source repository [124],

which aids in the ability to replicate the experiments presented in this work. Second,

these models were among some of the earlier deep learning models proposed for news

recommendations in recent years and have since been referenced by numerous researchers.

Below, we will briefly describe each method. For the full implementation details of each

model readers may refer to the respective publications [20; 21; 22; 121] .

NRMS The NRMS model proposes a neural news recommendation method with multi-

head self-attention, which learns news representations from the news titles and user rep-

resentations from previously clicked news articles. Multi-head self-attention is adopted

to model the interactions between words in the title, as well as the relations between

previously clicked news articles.

LSTUR The LSTUR model proposes a neural news recommendation method with long-

and short-term user interests. News representations are learned from their titles and topic

categories. Long-term user interests are learned from the embeddings of users’ IDs, while

short-term user interest are learned from their recently clicked news articles via a GRU

network.

NAML The NAML model proposes a neural news recommendation method with atten-

tive multi-view learning to capture a unified news representation from the title, body and

topic category of a news article. User representations are learned through an attention

mechanism that selects informative news from the news articles users have clicked on in

the past.

TANR The TANR model proposes a neural news recommendation method with topic-

aware news representations. This method adopts a multi-task learning approach to rank

the relevancy of news articles and to predict the topic of the article. News representations

are learned from their titles via CNN networks and an attention mechanism is employed to

select important words in the title. The user representations are learned using an attention
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network to select informative news articles from the articles users have clicked on in the

past.

The implementation of the models used for this work is an adaptation of the work of

Ning [125], which is more intuitive and flexible than the implementation of Microsoft [124].

The same experimental settings for training the models are used as in the original works.

Only for the LSTUR and NAML model, the batch size during training is reduced from a

batch size of 400 and 100, respectively, to a batch size of 64, in order not to put to much

strain on computational resources. For a full description of the implementation details and

parameter setting, readers may refer to Appendix Section 8.2.

The NRMS, LSTUR and TANR model were all trained on a machine with an NVIDIA

T4 Tensor Core GPU. This work reports the following training times. Training the NRMS

and TANR model both took about 2 hours and 30 minutes wall-clock time, while training

the LSTUR model took 4 hours. The NAML model was trained on a machine with an

NVIDIA V100 Tensor Core GPU, which took 3 hours. Training the NAML model on a T4

Tensor Core GPU, like the other models, is estimated to take about 12 hours.

5.2.2 Multi-stage Recommender System

Given the fully trained two-tower deep learning models described in the previous section, we

can use these models to implement an end-to-end multi-stage news recommender system.

To achieve such an end-to-end multi-stage recommendation system this work adopts the

following methodology. The trained two-tower deep learning models each contain a trained

module for encoding news articles as their latent representation. These trained news-

encoders are used to construct a latent representation for each news article in the entire

catalog, i.e. in the news.tsv file of the MIND dataset, which are subsequently stored in

a vector-database implemented using Faiss [56]. To retrieve a relevant set of candidates

for a certain user, the user is mapped to its latent representation using the trained user-

encoder module of the deep learning models. Next, vector-based similarity-search is utilized

to retrieve the latent representations of the 20 news items most similar to the latent

representation of the user. These retrieved news items, subsequently, serve as the set of

candidates that is fed to one of the two-tower deep learning models in the previous section.

These two-tower models rank the set of candidates for the given user based on the relevance

score for each candidate.
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AUC MRR nDCG5 nDCG10
Random baseline 0,4892 0,2198 0,1688 0,1922
NRMS 0,6619 0,3190 0,3102 0,3401
LSTUR 0,6649 0,3161 0,3090 0,3367
NAML 0,6778 0,3268 0,3203 0,3480
TANR 0,6097 0,2854 0,2665 0,2867

Table 5.4: Accuracy performance ranking models

5.3 Accuracy Evaluation

First, the performance of the models introduced in Section 5.2 is evaluated based on ac-

curacy only. Similar to previous works, the accuracy of the models is evaluated using the

AUC, MRR, nDCG5 and nDCG10 metrics (see Eq. 8.3, Eq. 8.4, and Eq. 8.6). The results

are shown in Table 5.4. In addition to the AUC, MRR and nDCG the precision and recall

of each model is also evaluated at different cut-off values k (Eq. 8.10 and Eq. 8.11). Figure

5.1 and Figure 5.2 show the precision and recall of all models evaluated at different values

of k, where k represents the top-k highest ranked items in a set of recommendations.

The NAML model has the best performance across all accuracy metrics, closely followed

by the NRMS and LSTUR model. The accuracy performances reported in this case study is

similar to the performance reported by Wu et al. [5], however, they report the NRMS model

to outperform the LSTUR and NAML model. The performance reported in [21], [121],

and [20] is slightly lower than the performance reported here. The observed differences in

performance are likely due to deviations in the test sets used, but may also be caused by

slight deviations in the implementation of the models.

5.4 Diversity Evaluation

The diversity of recommendations is an important aspect in the user-satisfaction [2; 3; 4].

Here we evaluate the diversity of recommendations made by state-of-the-art deep neural

ranking models using various methods proposed in academic literature. The intra-list

similarity (ILS) metric (Eq. 3.1 or Eq. 3.2) seems to be the most common approach for

evaluating the diversity of recommendations. Here we adopt two methods for determining

the ILS. In Section 5.4.1 the diversity of recommendations is evaluated using the ILS based

on the CosSim metric (Eq. 3.4). In Section 5.4.2 diversity is evaluating using the ILS based

on the latent representations of news items. We limit our discussion to the LSTUR and
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Figure 5.1: Precision at k

NAML model, because these models show very similar performance in our experiments,

but are very different in their modeling approach.

5.4.1 Domain-independent intra-list similarity

Determining the ILS metric using the CosSim metric seems a favourable approach from

a theoretical standpoint, but in this case study we encountered several practical compli-

cations. The CosSim metric determines the similarity between two items based on the

fraction of users that like both items, instead of a latent representation of the items, which

makes it domain-independent in theory. However, the experiments conducted in this work

raise two practical concerns regarding the suitability this particular method in the context

of news recommendations. First, this method requires tremendous computational effort.

Second, the experiments show that it may not be applicable in recommendation scenarios

where the catalog changes frequently and users only interact with a small fraction of items,

as is the case in news recommendations.

The computational effort required to compute the CosSim metric severely limits the

applicability of the method in this case study. Determining the number of users that
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Figure 5.2: Recall at k

like both item i and item j requires significant computational effort. To determine the

numerator of the CosSim metric (i.e the number of users who like both item i and item

j), we have to compute all pairs of items [i, j]i ̸=j ∈ Hu∀u ∈ U . With 711.222 users, this

results in about 375.525.216 item-item pairs in the training set, estimated by:

|U |∑
u=1

|Hu|(|Hu| − 1)

2
,

and the average number of items in the history of a user (33,00). Therefore, this method

requires extensive computational resources and memory, which were not available for this

research. To be able to calculate the CosSim, while staying within a reasonable computa-

tional budget, sampling was attempted in this study. We sampled 10.000 users from the

training set and 10.000 impressions from the recommendations to evaluate the intra-list

similarity. The results of repeating this experiment 10 times are shown in Figure 5.3.

The results reported in Figure 5.3 highlight the second practical complication encoun-

tered in this work. The reported ILS scores are extremely low, which may be attributed

to the domain characteristics of news recommendations. The number of news items liked
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Figure 5.3: Domain-independent intra-list similarity of LSTUR and NAML model at k = 5.

(read) by users (33,00) is considerably smaller than the number of items in the catalog

(101.527), therefore, the chance that a user likes (has read) two news articles that appear

together in a list of recommendations is very slim and often zero. In fact, for both the

LSTUR and NAML model the number impressions for which the ILS is zero is over 99%.

Thus, we conclude that it is questionable whether the CosSim metric is adequately able to

capture similarity (or diversity) as perceived by users in this domain. Due to the substan-

tial size of the catalog and the high rate of changes in the catalog, as well as the fact that

the number of items liked by users is relatively small, the CosSim metric seems to perform

poorly.

Given the fact that, in this application, the likelihood of users liking two items occurring

together in a list of recommendations is extremely low, it can be theorized that several

other evaluation metrics discussed in Section 3.2 will encounted similar limitations as the

CosSim metric. Having established that the CosSim metric in Eq. 3.4 is poorly applicable

in this case, determining the serendipity following Eq. 3.16 will likely also be troublesome.

Similarly, calculating the unexpectedness of recommendations using Eq. 3.20 or Eq. 3.21

based on Eq. 3.19 will suffer from the same limitation.

5.4.2 Intra-list similarity using latent representations

Several researchers have proposed to use the distance between latent representations of

recommended items as a metric for how similar or dissimilar items are [11; 71; 126; 127].

A major advantage of using latent representations to determine the similarity between two

items is that the latent representations are already computed. The drawback of using latent
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representations, however, is that constructing appropriate latent representations is highly

context-dependent, which limits the ability to compare recommendation methods across

domains. In addition, there is often a lack of validation whether the distance between latent

representations coincides with users’ perception of diversity [70]. Comparing the diversity

of recommendation methods is further hindered by the fact that academic publications

often omit a detailed description of the latent representations used for evaluation.

Based on the experiments conducted for this research, we argue that using the latent

representations of items may be an appropriate method, but drawing conclusive insights

poses its challenges. First of all, the experiments highlight the importance of using the

same method for constructing latent representations to be able to compare results. In ad-

dition, the experiments demonstrate the need for validating whether latent representations

coincide with users’ perception of diversity through user-studies. Furthermore, the results

presented here hint at a possible increase in diversity that may be obtained from combining

several retrieval methods in multi-stage recommender systems.

The ILS-score of the recommendations of the LSTUR and NAML model are evaluated

over the top five recommended items for each impression (cut-off k = 5) after sampling

10.000 impressions. The cosine-similarity is calculated as the normalized dot-product be-

tween the two latent representations of the items. The latent representations of the news

items are created by the trained news-encoder modules of the LSTUR and NAML model.

The results of sampling and evaluating the recommendations 10 times are shown in Table

5.5. If we compare the LSTUR and NAML model using the ILS-score that is calculated

using the same news-encoder, the results are very similar. In both cases, the ILS-score

lies closely together and the ILS-score of the NAML model is only marginally higher. The

results presented in Table 5.5, however, clearly indicate the importance of using the same

latent representation to evaluate the diversity of different models. If we would use the

latent representation created by the LSTUR news-encoder to evaluate the LSTUR model,

and the latent representation created by the NAML news-encoder to evaluate the NAML

model, we might falsely come to the conclusion that the LSTUR model provides more di-

verse recommendations, based on the ILS-scores of 0,2455 and 0,4603, respectively (lower

ILS-score indicated higher diversity).

The news items in the top 5 recommendations used for evaluating the diversity of the

LSTUR and NAML model in Table 5.5 are likely very similar in both cases, since the

set of candidates is the same for both models and both models perform similarly on pre-

cision and recall. Therefore, it seems reasonable that the ILS-score is similar for both

models, if the same latent representation is used for evaluation. However, if the set of
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Model Encoder ILS
LSTUR ILS-LSTUR 0,2455

ILS-NAML 0,4461
NAML ILS-LSTUR 0,2498

ILS-NAML 0,4603

Table 5.5: Intra-list similarity score of LSTUR and NAML model at k = 5 depending
on which news-encoder (ILS-LSTUR or ILS-NAML) is used to determine similarity between
latent representations of items.

candidates is changed for each model we obtain very different results. Table 5.6 shows the

ILS-score for the top 5 recommendations for the LSTUR model and NAML model after

selecting a set of 20 candidates using similarity-search candidate retrieval. The ILS-score

is, again, evaluating using either the latent representations created by the LSTUR news-

encoder (ILS-LSTUR) or the latent representations created by the NAML news-encoder

(ILS-NAML). By adopting similarity-search based candidate retrieval it is expected that

the set of candidates, and thus the top 5 recommendations, are much more similar. This

is indeed the case for the LSTUR model, where the ILS-score is high, regardless of the

latent representation used for evaluation. For the NAML model, however, the different

ILS-metrics produce significantly different results.

The experiments show significantly different ILS-scores for the NAML model, based on

which news-encoder is used to construct the latent representations. Thus, the recommen-

dations made by the NAML model are highly similar according to the latent representation

of the NAML news-encoder, but much more diverse according to the latent representation

of the LSTUR news-encoder. To further illustrate this observation, two examples of rec-

ommendations that result in different ILS-scores are shown in Table 8.1 in Appendix 8.3.

In both cases, the similarity between recommendations is high according to ILS-NAML,

but low according to ILS-LSTUR (Example 1: 0,8863 and 0,3599, respectively) (Exam-

ple 2: 0,7832 and 0,3439, respectively). The difference may likely be attributed to the

fact that the LSTUR news-encoder and NAML news-encoder adopt different paradigms

for modeling news items. Based on the examples shown in the Table 8.1 it seems as if

the LSTUR news-encoder assigns more weight to the category and sub-category, while the

NAML model assigns more importance to the title and abstract of a news item.

To conclude, like Jesse et al. [70] our experiment shows the importance of verifying

the validity of diversity metrics through user-studies, but also hint at the possibility of

improving diversity without loss of accuracy. The recommendations in example 1 shown
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Multi-stage system Encoder ILS
LSTUR ILS-LSTUR 0,6778

ILS-NAML 0,7398
NAML ILS-LSTUR 0,3745

ILS-NAML 0,6919

Table 5.6: Intra-list similarity score of multi-stage recommender system based on LSTUR
or NAML model at k = 5 depending on which news-encoder (ILS-LSTUR or ILS-NAML) is
used to determine similarity between latent representations of items.

in Table 8.1 may be perceived as highly similar by users, due to the fact that all articles

contain some list of facts about a certain topic. However, the same recommendations may

also be perceived as highly diverse, because each article covers widely different topics, e.g.

animals, Halloween and felons’ rights. Similarly, in example 2, each news article seems

to be food and drinks related, which may be perceived as similar articles. Nonetheless,

one article discusses the share-price of a large restaurant chain, while another is about a

pie-eating contest, which users’ may perceive as very different topics. Determining which

method of evaluating diversity coincides with users’ perception of diversity, thus, requires

user-studies. At the same time, the LSTUR and NAML model achieve comparable accuracy

performance, even though news items are mapped to very different latent representations.

Thus, it seems possible to combine both models to enhance diversity without the loss of

performance.

5.5 Novelty Evaluation

The notion of novelty refers to a recommender system’s capacity to present users with

items they haven’t encountered before [4]. Previous research indicates that including more

novel recommendations can have a positive impact on user satisfaction [8; 12]. Here, we

first evaluate the novelty of individual items recommended to users in Section 5.5.1. Next,

we evaluate the novelty of the categorical labels of news items recommended in Section

5.5.2. It is theorized that evaluating the recency of items is particularly important in

the news domain to determine the freshness of recommendations. The most intuitive and

straightforward method to evaluate the recency of recommendations is based on the time

between the moment an item first enters the system and the moment the item is being

recommended (Eq. 3.9). The MIND dataset, however, does not contain the data required
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to evaluate recency. Thus, this section limits its evaluation to the novelty of items and

categories as calculated by the novelty metric of [78] and [79] based on the Shannon entropy.

5.5.1 Novelty of news items

To evaluate the degree of novelty of the recommendations, we adopt the novelty metric of

Eq. 3.6 or Eq. 3.8), which are synonymous. To determine the novelty using this metric,

the novelty of each recommended item needs to be determined using:

novelty(i) = − log2 p(i),

where p(i) is the probability that item i is chosen by a random user, which is assumed to

reflect the popularity of an item i. Intuitively, it would make sense to estimate p(i) based

on how often users in the training set have interacted with the item i, that is:

p(i) =

∑|U |
u=1 1i(Hu)∑|U |
u=1 |Hu|

.

However, in this case this method poses its challenges, due to the unique characteristics of

the news domain. Because the lifespan of news items is relatively short, many recommended

items have never been seen before by users in the training set (81,39% of recommendations).

These items are consequently neglected in evaluating the novelty metric, which severely

limits the applicability of the novelty metric.

Here, we propose to estimate the popularity p(i) of an item based on the items users

have chosen in the lists of recommendations:

p(i) =

∑|U |
u=1 1i(Ru)∑|U |
u=1 |Ru|

.

In that case, the time-frame over which p(i) is estimated, coincides with the time-frame

of recommendations that are evaluated, such that p(i) can be estimated for all items i.

Next, the novelty of items over a list of recommendations is calculated at different cut-off

values k using Eq. 3.8. The results are shown in Figure 5.4. As expected, the novelty

score is almost identical for the LSTUR model and the NAML model if they are presented

with an identical set of candidates. However, the difference becomes more apparent if the

candidates are selected using similarity-search. In that case, the LSTUR model seems to

be able to provide more novel recommendations than the NAML model.
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Figure 5.4: Item novelty of LSTUR and NAML model at different cut-off values k.

5.5.2 Novelty of news categories

Determining the novelty of items as done in the previous section seems to be highly sensitive

to the lifespan of news items, which hinders the applicability and interpretability of results.

The time-frame which is selected to determine the popularity p(i) of an item may severely

impact the obtained novelty-score. Therefore, this work proposes an adaptation of the

novelty metric of Castells et al. [79] and Zhou et al, [78], which operates on a category-

level, rather than an individual item-level. Instead of determining the popularity p(i) of

a single item, this work proposes to determine the popularity of the categorical label of a

news item. Unlike individual news items, the categorical labels of news articles are static

through time and each category will be read by numerous users. Therefore, evaluating the

novelty of recommendations on a category-level will provide more stable results. Thus,

we evaluate the categorical novelty of the LSTUR and NAML recommendations using a

variation of Eq. 3.6 and Eq. 3.8, where p(i) represents the probability that a news item

with the categorical label of item i is chosen by a random user. Then, p(i|R) denotes the

probability that a user picks a news item with the categorical label of item i from the

list of recommendations R. Since the categorical labels are static, p(i) can be accurately

estimated using the training set only.

The results of evaluating the categorical novelty of the LSTUR and NAML model are

shown in Figure 5.5. The LSTUR and NAML line show the categorical novelty for the

recommendations on the MIND dataset using the retrieved candidates as they are in the

dataset. In that case, the categorical novelty of the recommendations is almost identical,

which is expected, since the LSTUR and NAML model achieve similar performance, i.e.

59



5. CASE STUDY

the models will likely make very similar recommendations given the same candidates.

Instead of using the same candidates for both models, we adopt vector-based similarity-

search using Faiss [56] to retrieve a set of 20 candidates for each impression. In both cases,

the vector database is constructed using the latent representations of the news-items as

created by the news-encoder module of the respective model. Using such a similarity-based

retrieval method, the set of candidates is expected to be highly similar. The results shown

in Figure 5.5, however, indicate that the LSTUR-retrieval model is able to provide more

novel (categorical) recommendations than the NAML-retrieval model. Thus, although

the NAML model has a slightly higher accuracy performance than the LSTUR model,

the LSTUR model may provide a better user-experience, since the categorical novelty of

recommendations is higher.
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Figure 5.5: Categorical novelty of LSTUR and NAML model at different cut-off values k.

5.6 Conclusion

This case study examines current state-of-the-art deep neural ranking models for news

recommendations. Four different deep neural ranking models (NRMS, LSTUR, NAML,

TANR model), each with a different modeling paradigm are replicated from previous re-

search. Our experiments report fairly similar accuracy performance, although there are

some minor deviations. Next, the recommendations of the LSTUR and NAML model are

analyzed in-depth for diversity and novelty. To evaluate the diversity of recommendations,

two approaches using the intra-list similarity were used. One based on the CosSim metric

of Zhang et al. [4] and one based on the latent representations of news items. In addition,
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the impact of the retrieved set of candidates on diversity is explored. This is done by using

the news-encoder modules of the LSTUR and NAML model to construct a vector database

(Faiss [56]) which supports vector similarity-search methods for retrieval. In the second

part of the case study, the novelty of recommendations is evaluated on an item-level and

category-level, using Shannon entropy.

Based on the experiments conducted here, the following conclusions can be derived.

First, CosSim metric of Zhang et al. [4] seems to be largely inapplicable for determining

the intra-list similarity in recommendation domains where the catalog is large and the

number of item-interactions small, and where each item has a relatively short lifespan,

such as the news domain. Second, evaluating diversity using the intra-list similarity based

on latent representations of news items may be an appropriate method, but different la-

tent representations may score the diversity of items in different ways. Hence, further

research and user-studies are required to validate whether latent representations coincide

with users’ perception of diversity. At the same time, this observation hints at the possi-

bility of increasing diversity without loss of performance, by combining different retrieval

methods based on different latent representations. In addition, based on the experiments

conducted here, the importance of using the same latent representations to evaluate the

diversity of recommendations across multiple models is demonstrated. Furthermore, this

work advocates for indicating the specific methods used to construct latent representations

for evaluating diversity in academic works, as this will support reproducibility. Finally, this

work demonstrates that evaluating the novelty of recommendations on an item-level may

have its limitations in the news domain. Instead, this work proposes a novel category-level

novelty metric, which may be more suitable in evaluating the novelty of news recommen-

dations.
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Discussion

This thesis aims to provide an alternative perspective on the way academics and practition-

ers think about researching and developing deep learning models for news recommender

systems. This work advocates for a human-centered approach to deep learning research,

which is aimed at providing satisfying and useful recommendations, rather than merely ac-

curate recommendations. In addition, this work advocates for taking different perspectives

of news recommender systems and advocates for placing these systems in context to over-

come the framing trap and discover new avenues for interdisciplinary research. This work

attempts to provide a starting point for interdisciplinary research, by discussing the differ-

ent contexts in which news recommender systems resides. There is, however, a tremendous

amount of literature available within the field of expertise of these contexts, which can-

not all be condensed in this work. In addition, the discussion of modeling techniques for

recommending news items is limited to deep neural ranking methods and vector-based

similarity-search retrieval methods. These techniques seem to be the predominant meth-

ods for news recommender systems, both in real-world applications and academic research.

Nonetheless, there are countless other techniques that may be adopted for recommending

news items.

The majority of recent publications on deep neural news recommendations follow the

two-tower framework discussed in Section 2.1 [17]. These methods have been shown to

provide remarkable performance, since they are much better equipped to capture users’

preferences and the semantic meaning of news items than traditional methods. However,

deep learning models also pose several challenges, due to their complexity and opaque

nature, and require significant computational effort. Furthermore, it must be noted that

the majority of academic research on deep learning models for news recommendations is

limited to recommending English news articles. Recommending news articles written in
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any other language may pose unique challenges not encountered in English. In addition,

there are some publications which evaluate their methods in another way than merely

using accuracy metrics. Some publications evaluate the models in an online environment,

for example through A/B-tests. It must be noted that such online evaluation methods

may be more insightful than offline accuracy metrics. Nonetheless, such online tests too

are limited in their capability to account for the full meaning of user-satisfaction.

Adopting a multi-stage recommender system framework as presented in Section 2.2,

which consists of at least a candidate retrieval stage and a ranking stage yields significant

improvements in the scalability and latency of news recommender systems. A common

approach that works especially well in unison with deep neural ranking models are vector-

based similarity-search methods. This work briefly discusses vector-based similarity-search

methods for candidate retrieval, because these methods may play a significant role in the

diversity, novelty, serendipity or unexpectedness of news recommendations. There is a

plethora of publications available on information retrieval, which may prove to be highly

relevant for developing appropriate candidate retrieval methods. There are, however, very

limited number of publications which evaluate candidate retrieval methods specifically for

the news domain or which evaluate multi-stage recommender systems in their entirety.

Therefore, this work aims to support further research on the impact retrieval methods can

have on the recommendations made by deep learning methods.

Section 3 attempt to unveil the objectives of users when using a news recommender

system and the qualities of news items and recommender systems that users perceive as

useful, in an attempt to move towards a human-centered research approach. In Section 3.2

several offline beyond-accuracy evaluation methods are discussed for evaluating the diver-

sity, novelty, recency, serendipity, and unexpectedness of news recommendations, as each

aspect may play a role in the user-experience. The review of beyond-accuracy aspects and

evaluation methods is limited to the once presented in Section 3.2, because those methods

were identified to be the most applicable in the context of news recommendations. There

are, however, many more evaluation metrics proposed in academic literature and, perhaps,

these aspects are still limited in capturing all intrinsic properties of news recommendations

that contribute to user-satisfaction. For example, Vrijenhoek et al. [128] propose a set of

metrics to capture different normative notions of diversity, instead of treating diversity as

a single absolute. In addition, truly understanding what constitutes to more satisfying

recommendations cannot be done through offline evaluation metrics only. Instead, there

is a necessity for evaluating recommender systems in online environments and validating

offline-metrics through user-studies.

64



In the latter part of this thesis, a case study on the MIND dataset [5] is presented, which

aims to put provide practical recommendations and insights to complement the theory

in Section 2 and Section 3. The case study demonstrates that current beyond-accuracy

evaluation methods are highly domain-dependent and require careful implementation and

evaluation to be able to draw meaningful conclusions. In addition, the experiments show

that using latent representations of items to evaluate diversity can work well, but more

research is required to validate whether latent representations coincide with users’ percep-

tion of diversity. The case study is limited to four deep learning models, which each were

developed on the MIND dataset, of which two are explored in-depth. There are, however,

many deep learning approaches proposed in academic literature, some of which have been

shown to provide superior performance on the MIND dataset compared to the models used

in this case study [17]. In addition, the experiments conducted here indicate that minor

changes in methodology may provide different results, therefore, it is assumed that repli-

cating the results presented here in a different context or on a different dataset requires a

careful approach.
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Conclusion

This work has argued that the majority of deep learning research for news recommender

systems is overly fixated on accuracy. Instead, this work advocates for an human-centered

approach, which considers the user-experience and user-satisfaction as the ultimate objec-

tive. Therefore, this work aims to provide a starting point for researchers and practitioners

to move towards a human-centered research- and design-philosophy for developing, imple-

menting and evaluating deep learning models for news recommender systems, which we

expressed in our main research question RQ. To realize such a shift towards a human-

centered approach, this work has explicitly taken a broad, lateral approach to news rec-

ommender systems, in an attempt to overcome certain pitfalls that traditional, vertical

research may fall into. The three pitfalls this work aims to guard deep learning researchers

and practitioners for are listed once again below.

• Formalism Trap: Failure to account for the full meaning of social concepts [which]

cannot be resolved through mathematical formalisms. (e.g. failure to account for the

full meaning of user-satisfaction by merely relying on accuracy metrics.)

• Framing Trap: Failure to model the entire system over which a social criterion will

be enforced.

• Solutionism Trap: Failure to recognize the possibility that the best solution to a

problem may not involve technology.

In an attempt to transition towards a human-centered research approach, this work has

undertaken both a theoretical and practical investigation. The theoretical investigation

has been structured to take an increasingly broadened view on deep learning models and
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news recommender systems, which is shown in Figure 1.1 and reflected in the three sub-

questions each theoretical section aims to address. In Section 2 we examined the state-of-

the-art in deep learning models for news recommender systems (SQ1). We showed that the

majority of deep learning models developed for news recommendations follow a common

two-tower framework, which consists of three modules: a user module, candidate item

module and prediction module. The user module and candidate item module use NLP

techniques and neural networks to create latent representations of users and news items,

respectively. The prediction module predicts the relevance of candidate items for a specific

user. In addition to providing a conceptual overview of two-tower deep learning models, this

work has also presented a mathematical formulation. Next, a systemic overview of multi-

stage recommender systems was presented, which forms the foundation of many leading

recommender systems in real-world applications. As such, this work aims to establish a

thorough understanding of deep learning models for news recommender systems, both in

an academic and application setting.

After establishing the state-of-the-art in deep learning for news recommender systems,

this work attempts to steer away from traditional research which is merely guided by accu-

racy as a measure of performance. In Section 3 this work aims to answer how we can form

a better understanding of whether news recommender systems provide recommendations

that users want (i.e. recommendations that are satisfying and/or useful) (SQ2). First, it is

important to recognize that users may have various objectives or goals when using a news

recommender system. Users goals may be formulated in terms of the items they wish to

see, e.g “finding some good items”, or in terms of personal motivations, such as the desire

to be socially engaged. Furthermore, this work attempts to uncover the qualities of news

items and news recommender systems that determine how users perceive the system. Users

perception of a news recommender system may be dependent on certain qualities of indi-

vidual news items, such as the credibility, likability, quality and representativeness of news

items. News recommender systems, however, have very limited control over the content

of news items. Therefore, it may be more interesting to examine the qualities of the news

recommender system itself which contribute to a positive perception. Based on the works

of Swearingen et al. [12] and Pu et al. [8] we can form a comprehensive understanding of

the various aspects that determine whether users perceive a news recommender systems

as satisfying or useful. The difficulty lies rather in how these qualities may be translated

to beyond-accuracy metrics. This work provides several beyond-accuracy metrics to eval-

uate the diversity, novelty, recency, serendipity and unexpectedness of recommendations,

which coincides with certain qualities identified by Swearingen et al. and Pu et al.. These
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beyond-accuracy evaluation metrics may provide a starting point for a more comprehen-

sive set of evaluation metrics. Nonetheless, more research is required to evaluate whether

beyond-accuracy metrics indeed coincide with users’ perception of certain qualities.

This work has explicitly taken a broad perspective of news recommender systems, most

prominently in Section 4. This section examines the context in which deep learning models

operate to reveal opportunities for interdisciplinary research (SQ3). This work has argued

that there are three main contexts in which news recommender systems reside, not taking

into account the users, which are the application context, organizational context and soci-

etal context. By considering the application context in which a news recommender system

operates, the performance of deep learning models can be tuned to match the functionality

and interface of the application. Furthermore, this work has argued that in real-world ap-

plications news recommender systems have to balance user objectives with organizational

goals. Hence, the organizational context has been investigated. Finally, the societal con-

text may be especially important for news recommender systems, due to the precarious

nature of news in society. If researchers and practitioners in the field of deep learning for

news recommender systems are aware of the societal context, social and ethical concerns

may be mitigated.

The latter part of this thesis present a case study, to provide a practical starting point for

researchers and practitioners to move towards a human-centered approach to deep learn-

ing for news recommender systems. The experiments conducted demonstrate that current

beyond-accuracy evaluation metrics are highly domain-dependent and require careful im-

plementation. Using latent representations to evaluate the diversity of recommendations

may be an appropriate method, but depends greatly on the method used to construct

latent representations. Therefore, further research is required to validate whether latent

representations accurately capture users’ perception of diversity. In addition, two recom-

mendations must be noted as a result of the experiments. First, the experiments demon-

strate the importance of adopting a single method for constructing latent representations

when evaluating multiple models against each other. Second, this work argues that the

scientific community may benefit from adopting methods that promote reproducibility in

evaluating diversity based on latent representations.

Several experiments were conducted to examine the novelty of news items in recommen-

dations, which proved to be challenging. A common method for evaluating novelty, based

on the entropy of news items, proved to be difficult to implement and evaluate, due to

the unique characteristics of the news domain. News items typically have a very short

lifespan and the rate of catalog changes is extremely high in the news domain. Therefore,
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novelty metrics based on the historical popularity of items may not suffice. Instead, this

work proposes a category-level evaluation method, which may provide more stable results.

Nonetheless, further research is required to be able to fully understand the role of novelty

in news recommender systems.

Unlike previous research on deep neural recommender systems on the MIND dataset,

this work has implemented an end-to-end multi-stage news recommender system. Vector-

based similarity-search methods are adopted to perform candidate retrieval in conjunction

with a ranking stage. The vector-database (Faiss [56]) is constructed using the latent rep-

resentations of news items as constructed by the news-encoders of two-tower deep neural

recommendation models. This work firmly holds the believe that advancements in news

recommendations requires modeling and evaluating recommender systems as entire sys-

tems, instead of their individual components. The candidate retrieval stage may play a

pivotal role in achieving more diverse and more satisfying recommendations for users with

a diverse set of interests. The MIND dataset may not lend itself particularly well for evalu-

ating both the candidate retrieval and ranking stage, since there is no straightforward way

to determine the accuracy and recall of the candidate retrieval stage. Nonetheless, future

research aimed at evaluating the interplay of candidate retrieval and ranking may prove to

be particularly valuable in designing human-centered news recommender systems.

To conclude, deep learning methods already exhibit great capabilities for news recom-

mender systems, however, their performance may be optimized by taking an alternative

perspective at these models. By evaluating deep learning models on a wide set of accuracy

and beyond-accuracy metrics, we may uncover qualities of news recommender systems

that users perceive as more satisfying or useful than existing methods. In addition, by

investigating news recommender systems in their entirety, rather than their individual

components in solitude, we may form a better understanding of the interplay between

components. Finally, taking different perspectives of news recommender systems in vari-

ous contexts may reveal opportunities for interdisciplinary research, which may be the key

to human-centered news recommender systems.
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8

Appendix

8.1 Accuracy Metrics

In offline evaluation, accuracy-metrics are used to asses the utility (sometimes referred to

as relevance, usefulness, recommendation value or satisfaction [11]) of recommendations

for users. Ricci et al. [10] argue that utility may be defined as the value that users receives

from a certain recommendation. Hence, accuracy metrics are used as a (inherently limited)

proxy for which items are more valuable to users than others. Although accuracy is no

longer the only objective of researchers and practitioners, it may still be one of the primary

factors contributing to user satisfaction [12]. Therefore, the accuracy of recommender

systems should not suffer in the pursuit of beyond-accuracy objectives. There are many

metrics available for evaluating the accuracy of recommendations, but common metrics are

the AUC-score, Mean Reciprocal Rank (MMR), and Normalized Discounted Cumulative

Gain (nDCG), precision and recall, which we will briefly elaborate on below.

8.1.1 AUC-score

The AUC-score represents the possibility that a random positive sample is ranked higher

than a random negative sample. The AUC score ranges from 0 to 1. If the recommender

system ranks all positive samples higher than any negative sample, the AUC-score will

be 1. The AUC-score works well for evaluating recommender systems based on implicit

feedback, because it only takes into account the relative position of recommendations,

rather than the absolute values of the predictions. Let {x1, ..., xn} ∈ Ru be the set of

positive samples in the list of recommended items Ru and let {y1, ..., ym} be the set of

negative samples in the list of recommended items. Than the AUC-score can be estimated

using the Mann-Whitney U statistic as follows:
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U =
n∑

i=1

m∑
j=1

S(xi, yj), (8.1)

with

S(x, y) =


1, if x is ranked higher than y
1
2 , if x is ranked equal to y
0, if x is ranked lower than y

(8.2)

Using the Mann-Whitney U statistic, the AUC-score can be calculated as:

AUC =
U

n ∗m
(8.3)

8.1.2 Mean Reciprocal Rank

The Mean Reciprocal Rank (MRR) is used to evaluate the average rank of the highest-

ranked positive sample in the list of recommendations. For a single list of recommendations,

the reciprocal rank is 1
rank where rank is the position of the highest-ranked positive sample.

For multiple recommendation queries Q, the MRR is given by:

MRR =
1

Q

Q∑
i=1

1

ranki
(8.4)

The position of items in a list of recommendations has been shown to have a large impact

on the likelihood of users clicking on the item [46]. The higher an item is ranked, the

more likely users are to click on the item. Therefore, the MRR is an important metric in

evaluating the accuracy of recommender systems.

8.1.3 Normalized Discounted Cumulative Gain

The Normalized Discounted Cumulative Gain (NDCG) metric is widely used in recom-

mender systems to evaluate the effectiveness of ranking algorithms. It takes into account

both the relevance of recommended items and their position in the ranked list. NDCG

assigns higher scores to systems that not only rank relevant items higher but also promote

them towards the top of the list. By incorporating the concept of discounting, NDCG re-

flects the diminishing value of relevance as the position of an item increases. The NDCG is

a normalized version of the Discounted Cumulative Gain (DCG) metric to facilitate com-

parisons across different datasets and scenarios. The DCG and NDCG can be calculated

as follow:
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DCGp =

p∑
i=1

reli
log2(i+ 1)

, (8.5)

where reli is the graded relevance of the item at position i (reli = 1 if the user clicked on

item i and reli = 0 if the user did not click on item i in the case of implicit click feedback).

The NDCG is computed as:

NDCGp =
DCGp

IDCGi
, (8.6)

where IDCG is the Ideal Discounted Cumulative Gain:

IDCGp =

|RELp|∑
i=1

reli
log2(i+ 1)

, (8.7)

and RELp represent the ideal list of recommendations ordered by their relevance. The

DCG and NDCG are generally evaluated over the top p positions in a list of recommenda-

tions, e.g. p = 5 or p = 10.

8.1.4 Precision and Recall

Other important metrics used for evaluating recommendations are precision, recall and

the F1-score. Precision and recall can either be used to evaluate the candidate retrieval

stage or the ranking stage. In the candidate retrieval stage, precision is calculated as the

proportion of relevant candidates retrieved out of the whole set of candidates. Recall in

the candidate retrieval stage is the proportion of relevant candidates retrieved from all

relevant candidates in the catalog. That is:

precision =
TP

TP + FP
, (8.8)

recall =
TP

TP + FN
, (8.9)

with TP the True Positives, FP the False Positives, and FN the False Negatives. The

precision and recall metric can both be adjusted slightly for evaluating the ranking stage.

In that case, precision and recall are evaluated at the k recommendations that are ranked

highest in the list:

precision@k =
# of relevant items @k

k
, (8.10)
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recall@k =
# of relevant items @k

# of relevant items in full list of recommendations
. (8.11)

In both cases, the F1-score is defined as the harmonic mean of the precision and recall:

F1 = 2
precision · recall
precision+ recall

. (8.12)

For recommender systems that leverage explicit feedback in the form of ratings, common

metrics are: Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), and Mean

Squared Error (MSE).

8.2 Experimental Settings Ranking Models

In this section I will describe the details of the implementation and hyperparameters of

the NRMS [21], LSTUR [121], NAML [20] and TANR [22] model introduced in Section

5.2. The experimental settings follow the original works, unless specified otherwise.

For the NRMS, NAML, and TANR models, the word embeddings are 300-dimensional

and initialized by the pre-trained GloVe embedding [129], as done in previous works [20;

21; 22]. The LSTUR model also uses GloVe to create pre-trained word embeddings, but

the embeddings are 200-dimensional, similar to previous work [121]. Both the NRMS and

TANR model only use the title of each news-article as input feature. The LSTUR model

also uses the category and subcategory as input features. The NAML model has the most

input features, as it uses the title, category, subcategory, and abstract of news-articles. In

all cases the length of the title is trimmed to be 30 tokens long. For the NAML model the

length of the abstract is trimmed to be 100 tokens at maximum.

NRMS In this thesis, the same implementation details as the original work of Wu et

al. [21] is followed. Therefore, the self-attention network in the news-encoder and the

user-encoder has 16 heads in both cases and each head has a 16-dimensional output. The

additive query vectors are 200-dimensional. The negative sampling ratio K is 4 and the

batch size is 64. Dropout is applied to each layer in the model with a rate of 0.2 to mitigate

overfitting. Adam is used to optimize the model and the learning rate is set to 0.01.

The first layer in the model, the embedding layer, matches each unique word in the title

to its corresponding GloVe embedding. In the original implementation of Ning [125] every

unique word in both the training and test set is matched to a GloVe embedding. This

requires extracting all unique words from news articles present in both the training and

test set up front, to create a vocabulary of all words that might be present during training
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or testing. One might argue that this can be considered test set leakage, because normally if

an unknown word occurs in the test set, it wouldn’t be possible to match it to its respective

GloVe-embedding. Therefore, in the implementation of this work, the vocabulary of words

is only based on words present in the news articles of the training set. In addition, instead

of creating a full vocabulary of all unique words, this implementation uses a vocabulary

with a fixed size of the top 20.000 most frequent words in the training set. This has the

added benefit that the vocabulary has the same size regardless of whether the model is

used in training, validation or testing, and did not seem to hinder performance.

LSTUR The number of filters in the CNN is 400, the window size is 3, the stride is set

to 1 and zero-padding is applied. The attention layer after the CNN is 200-dimensional. A

dropout of 20% is applied to each layer. Both the category and subcategory are encoded to

100-dimensional vectors. The long-term user representation is masked with a probability

p = 0.5, which yields the best performance according to the experiments conducted by the

authors. Adam is used to optimize the model and the learning rate is set to 0.01. In the

original paper of the LSTUR model, the authors used a batch-size of 400, but this put to

much strain on computational resource, hence the batch-size here is set to 64.

NAML The embedding dimensions of the category embedding are set to 100. The

number of filters in the CNN is 400, the window size is 3, the stride is set to 1 and zero-

padding is applied. The attention layer after the CNN is 200-dimensional. A dropout of

20% is applied to each layer. Both the category and subcategory are encoded by dense

layers with a dimension of 400. Adam is used to optimize the model and the learning

rate is set to 0.01. The negative sampling rate was set to 4. The only alteration in the

hyperparameters compared to the work of Wu et al. [20] is that the batch size is reduced

to 64, instead of 100, in order not to overflow the available computational memory.

TANR The number of filters in the CNN is 400, the window size is 3, the stride is set

to 1 and zero-padding is applied. The attention layer after the CNN is 200-dimensional,

and has a dropout rate of 0.2. Adam is used to optimize the model and the learning rate

is set to 0.01.

8.3 Intra-list similarity using latent representations
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Example 1
News ID Category SubCategory Title Abstract

N69972 Lifestyle lifestylepetsanimals
27 "Facts" About Animals
You Have All Wrong

Spoiler alert: you may never order
grilled octopus again. The post 27 "Facts"
About Animals You Have All Wrong
appeared first on Reader’s Digest.

N126158 lifestyle lifestyledidyouknow
50 Facts So Far-Fetched You
Can’t Help But Question Them

There’s no doubt that the world
is a weird place. Here are 75 weird
facts about historical events,
celebrities, and animals.

N51290 finance finance-companies
32 facts about Ikea you
probably didn’t know

It’s not just Ikea’s furniture that has
had a global impact

N60307 lifestyle lifestyledidyouknow
30 Facts About Halloween
No One Ever Told You

Find out the details about cool tidbits
of info like how much Americans
spend on Halloween and more with
these 30 Halloween facts that no
one ever told you.

N22668 finance financenews 9 facts about felons’ rights

Florida voters overwhelmingly
approved the automatic restoration
of rights for felons, but the process
has been anything but automatic.

Example 2

N115723 finance finance-top-stocks
Wendy’s Shares Fizzle as
Analyst Pans Breakfast Plans

Wendy’s plans to spend $20 million
in a bid to gain a foothold in the
lucrative breakfast market, a move
some industry analysts are panning.

N94143 foodanddrink foodnews
The Pioneer Woman’s Frozen
Food Line Will Save You From
Any Holiday Stress

The mac and cheese is CRAZY good.

N92430 foodanddrink newstrends
Local home-brew shop seeks
actual craft-brewery license
to up its game

A local home-brewing shop has applied
to the Ohio Division of Liquor Control
for a craft-brewery license that the
shop’s founder says will help boost
his company’s profile and its business.

N99533 video lifestyle
Pie-eating contest is a secret
cover for sweet homecoming

A pie-eating contest turned into messy
hugs and kisses for these three boys
and their Airman dad.

N4748 foodanddrink newstrends
How to Carve a Turkey,
According to Knife Experts

You’ve roasted the bird, it’s absolutely
perfect, and now all your guests are
waiting for you to carve it. How to
carve a turkey the right way depends
entirely on whom you ask. But one
thing’s for sure: There’s a subtle art
and science to it, and...

Table 8.1: Examples of news recommendations with different ILS-scores
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