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Chapter 1

Abstract

This thesis presents an innovative approach to optimize congestion management in electrical
power systems through the application of Evolutionary Algorithms (EAs). This research ad-
dresses the growing complexity and congestion challenges faced by transmission system operators
due to the increasing demand for electricity and the integration of renewable energy sources.
These challenges require efficient management strategies to maintain grid stability and opera-
tional efficiency.

This study focused on dynamic grid topology reconfiguration, utilizing EAs to determine the
optimal grid configuration at predetermined time intervals. The algorithms were designed to
optimize multiple conflicting objectives, including minimizing N-0 and N-1 load flows, reducing
the frequency of switching actions, minimizing topological depth, and maximizing the utilization
of a reference topology using real-world data from TenneT’s grid operations.

Six different EAs were developed to investigate the most effective methods for applying EAs to
congestion management. Each developed EA targets a distinct set of objectives. Performance
metrics such as hypervolume, inverted generational distance plus (IGDplus), and coverage were
employed to assess the quality and effectiveness of these EAs. The findings confirm that EAs
can be effectively applied to congestion management, with one algorithm scoring high in all
performance metrics.

The top-performing EA in this study delivers actionable insights for TenneT and potentially
other transmission system operators (TSOs) by offering a practical optimization model that
enhances grid stability and efficiency. The research also identifies key factors influencing algo-
rithm performance and suggests future research directions to improve the model’s robustness
and further applicability.
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Chapter 2

Preface

This thesis has provided me with everything I had hoped for. My goal was to work on a complex
optimization problem at a company with a sustainability purpose. I was immediately enthusias-
tic when this opportunity with TenneT came by. I enjoyed being part of the data science team,
where I had the opportunity to grow into a more mature data scientist.

From a technical perspective, I have learned a lot about evolutionary algorithms, as well as
managing a project in a company. Beyond that, I found it interesting to learn about the way
TenneT is shaped and the challenges they currently work on. I am passionate about developing
optimization models for the energy sector and I am looking forward to the path ahead.

This thesis not only taught me how to theoretically apply my knowledge but it also triggered
me to think about the practical opportunity of an algorithm. Data science helps to overcome
the challenges of the energy sector in such a way that sustainable solutions can develop further.

Throughout this journey, I faced challenges, but in general I feel that I learned from them. I
could not have achieved this alone and I want to express my gratitude to those who supported
me. First, I would like to thank Jan Viebahn for providing me with the opportunity to do this
thesis at TenneT. Thank you for getting me started, for the enjoyable Monday morning meet-
ings, and for bringing up all those innovative ideas. Thanks to Alessandro Zocca for supervising
this assignment, sharing your knowledge during our meetings, and being critical when needed.
You helped me to shape my thesis by providing structure and technical feedback. For both of
you, the attentiveness, quick responses to my questions, and the time and effort you dedicated
to my thesis were valuable to me. And, thanks to my direct colleagues at TenneT for making
me feel welcome. I enjoyed both the technical and informal conversations with you all. Also,
special thanks to Ger Koole for making the effort to be part of my committee.

Finally, and foremost, I want to thank the people closest to me. My friends and family for
their support throughout this process. Your support made the thesis process much more enjoy-
able.

Job Groeneveld Amsterdam, August 2024
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Chapter 3

Acronyms

• AC - Alternating Current

• ASF - Achievement Scalarization Function

• CROF - Control Room of the Future

• CSSC - Combined Solution Set Coverage analysis

• DC - Direct Current

• DTR - Dynamic Thermal Rating

• EA - Evolutionary Algorithm

• ESS - Energy Storage Systems

• GA - Genetic Algorithm

• IGDplus - Inverted Generational Distance Plus

• LOLP - Loss of Load Probability

• MILP - Mixed Integer Linear Programming

• MOEA - Multi-Objective Evolutionary Algorithm

• N-0 - Normal Load Flow

• N-1 - Single Contingency Load Flow

• NSGA-II - Non-dominated Sorting Genetic Algorithm II

• NSGA-III - Non-dominated Sorting Genetic Algorithm III

• OTS - Optimal Topology Switching

• RES - Renewable Energy Sources

• RL - Reinforcement Learning
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• RTE - Réseau de Transport d’Électricité (French TSO)

• TCGEP - Transmission-Constrained Generation Expansion Planning

• TSO - Transmission System Operator
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Chapter 4

Introduction

TenneT is responsible for managing congestion on 110 kV and higher voltage transmission grids.
This involves performing a network security analysis across multiple time frames, including intra-
day assessments. Starting in the evening before the business day, TenneT evaluates whether the
grid will remain safe in terms of currents, voltages, and other criteria, taking into account
power forecasts and the security limits of the elements of the grid. However, system operators
are confronted with new (more generation-dominated) flow patterns. These new flow patterns
are caused by, for example, the increase in renewable energy sources such as solar and wind,
which are less controllable, geographically distributed, and variable in output. These new flow
patterns have resulted in the electricity network becoming more congested, requiring system op-
erators to operate the grid with an increasing number of interventions and/or closer to its limits.

This congestion is expected to increase in the future, putting greater pressure on maintain-
ing high-level security of electricity supply. Congestion management is a real-world decision
problem characterized by large action spaces, sequentially (including different time horizons),
uncertainty, and multiple objectives. Due to the latter, decisions often need to be taken when
trade-offs between conflicting objectives occur. For example, system operators simultaneously
need to consider security constraints, hard time constraints, and financial costs.

This research is focused on dynamic grid topology reconfiguration. In dynamic grid topology re-
configuration, the grid is reconfigured at pre-set time intervals using an optimization algorithm.
This method is a cost-effective and flexible solution for congestion management that leverages
existing infrastructure. In addition, it can be implemented in the short term, whereas new
electrical lines require several years to build. A promising strategy is the use of Evolutionary
Algorithms (EAs). EAs are designed for solving complex optimization problems, particularly
those that are too difficult to solve using exact methods due to their size or complexity.
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4.1 Problem Background

TenneT is making significant efforts towards the energy transition. The energy transition is
the global shift from traditional energy sources, such as fossil fuels (coal, oil, and natural gas),
to renewable and sustainable energy sources, such as wind and solar. The biggest obstacle to
achieving this is the current energy congestion problem. TenneT is heavily investing in projects
to solve this issue and has identified the importance of dynamic grid topology reconfiguration to
address it. Therefore, TenneT has launched the Control Room of the Future (CROF) program
to support the development of new optimization tools. The program is confined to the 110 kV
and 150 kv lines of Groningen and Drenthe. This area contains nine different substations that
are used for grid operations. The analysis uses intra-day load flow calculations of N-0, N-1, and
topological depth for one day, with data collected for each hour.

The goal of this project is to develop tools that provide decision support on topological measures
to solve congestion more effectively and efficiently. This will contribute to the following aspects:

• By increasingly exploring the topological solution space, the tool can find, assess, and
propose new solutions that were formerly unexploited, hence contributing to the security
of supply.

• By leveraging non-costly topological remedial actions, the costs for congestion management
can be reduced.

• By finding more capacity in the transmission grid, especially the meshed parts, mainte-
nance can be facilitated, and new customer connections or expansions can be enabled.

• By providing timely recommendations, response time can be decreased, which is increas-
ingly important given the growing volatility in the grid.

To achieve these goals, a decision support tool called GridOptions is being developed. The Gri-
dOptions tool will offer operators a set of optimal strategies (or schedules) that exhibit different
trade-offs between the different four objectives mentioned above.

A method that handles both the large action space and multi-objective problem well are EAs.
EAs are optimization techniques inspired by natural selection and genetics. They can explore
large solution spaces effectively by evolving a population of potential solutions through selection,
crossover, and mutation. Moreover, multi-objective EAs can provide an accurate estimation of
the Pareto front, which is the set of optimal strategies representing the trade-offs between dif-
ferent objectives. This allows operators to choose the most suitable strategies based on specific
needs and priorities.

During my internship at TenneT as part of the CROF team, I investigated how EAs can be
applied to the congestion management problem and applied them to a real-world dataset. This
thesis describes how a Multi-Objective Evolutionary Optimization Algorithm (MOEA) can be
applied to the congestion management problem and includes a detailed methodology to evaluate
its effectiveness.
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4.2 Problem Statement

The electricity network consists of substations, transmission lines, energy generators (e.g. power
plants and renewable energy sources), and energy consumers (e.g. residential, commercial, and
industrial loads). Energy generators and consumers input and take energy out of the system,
respectively. These are called load injections, which cause energy to flow through the network.
Operators use load flow analysis to calculate load flows on transmission lines. This analysis
includes both normal operating conditions (N-0) and contingency scenarios (N-1) where an ele-
ment in the network fails, ensuring the system’s robustness. Throughout the day, load injections
vary due to changing demand from energy consumers and the fluctuating supply from energy
generators. These variations are influenced by factors such as the weather conditions for renew-
able sources and the operating schedules of the power plants. To manage these fluctuations and
prevent transmission lines from becoming overloaded, operators can change the grid configura-
tion, allowing for a more optimal distribution of load flows and ensuring a balanced and efficient
energy distribution across the network. However, operators have to take multiple objectives into
considerations. These include:

• The N − 0 and N − 1 loadflows: Ensuring acceptable load levels in both normal and
contingency scenarios is crucial to maintain system stability and reliability.

• The complexity of the network: Some topologies (definition in section 6.1) have more
complex configurations than others, making them harder for operators to understand and
increasing the risk of operational mistakes.

• The number of topology switches: A topology that efficiently distributes energy at one time
can cause congestion later in the day. Frequent switching degrades assets and increases
the likelihood of failure.

4.3 Research Objective

The goal of this research is to provide system operators with a set of optimal strategies that
exhibit different trade-offs between multiple objectives. Here, a strategy is defined as a sequence
of topologies. The choice of the final strategy is left to the preferences of the human operator.
A mathematical representation of the topological properties and objectives is given in Chapter 6.

To achieve the goal of this research, EAs are applied to a real-world congestion management
problem in electrical power systems. The behavior of EAs are studied by experimenting with
different components, such as testing different selection algorithms, objectives, and evaluation
functions.

Therefore, this research seeks to answer the following question:

”How can Multi-Objective Evolutionary Algorithms (MOEAs) be applied
to effectively optimize the congestion management problem?”

This question involves both a ”how” and a ”what” aspect, which results in the following sub-
questions.
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1. How to apply an EA to the congestion management problem? There is investigated how
an EA should be specifically designed and adapted to address our congestion management
problem, 6.4.

2. What EA method is most effective? Different configurations of the designed EA are tested
and compared. The effectiveness of each method is evaluated based on several criteria,
such as solution quality.

4.4 Contributions

By developing MOEAs optimized for the management of electrical power systems, this research
aims to provide actionable insights for TenneT to enhance the stability and efficiency of the
grid. The algorithm balances multiple objectives, which minimizes load flows N-0 and N-1,
reduces switching timestamps, minimizes topological depth, and maximizes reference topology.
This comprehensive approach enables TenneT to optimize their operations, improve system
reliability, and manage grid transitions more effectively. Additionally, the research results in
a practical tool that can be integrated into TenneT’s existing workflows to support strategic
decision-making and operational optimization. These contributions can inspire future research
and practical applications in optimizing multi-objective problems in other domains, such as
transportation, logistics, and telecommunications.

4.5 Structure of Thesis

The rest of this thesis is structured with the following chapters to answer the research ques-
tion in 4.3. Chapter 5 explains the literature on optimal topology switching (OTS). Chapter 6
outlines the specific congestion management problem faced by TenneT, explaining the electrical
grid’s topology, key objectives, and the formulation of these objectives as a multi-objective op-
timization problem. Chapter 7 provides an overview of the data used in this research, detailing
the structure and contents of the data files and pre-processing steps. Chapter 8 describes the
EAs developed for this research, including chromosome representation, population initialization,
fitness functions, selection methods, and genetic operators. Chapter 9 details the methodology
employed, including the objectives used for optimization, the different EAs compared, and the
evaluation measures used to assess their performance. Chapter 10 explains the evaluation mea-
sures to assess the performance of each EA. Chapter 11 presents the results of the EAs, analyzing
their performance in optimizing the specified objectives, the diversity of solutions, and computa-
tion time. Chapter 12 interprets the results, addresses limitations, and integrates insights from
the data analysis to identify key factors influencing the performance of the algorithms. And
finally, chapter 13 summarizes the key findings, discusses practical applications for TenneT, and
offers recommendations for future research directions.
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Chapter 5

Literature Review

This chapter explains the literature on optimal topology switching (OTS) which is identical
to the concept of ”dynamic grid topology reconfiguration” introduced in Chapter 4. There is
literature available on the OTS problem, however, there are many variants of the problem. This
includes the difference in load flow computations used, e.g., Alternating Current (AC) or Direct
Current (DC) approximations explained in subsection 6.2. Secondly, there are flexibility options
such as dynamic thermal rating (DTR), energy storage systems (ESS), and renewable energy
sources (RES) that are modeled in the OTS problem. Lastly, data can be discrete or stochastic
[29]. Our problem is characterized by using DC load flow calculations. Our model does not
consider any flexibility options; it only allows for changes to transmission lines. Furthermore,
the data used in our model are discrete in nature.

5.1 Optimization Algorithms

5.1.1 Classical Optimization Problems

In the literature, approximated DC OTS problems are typically solved using mixed integer linear
programming (MILP), [29]; [28], [30], [22], [1]. The objective in these models is to minimize
the total generation, which focuses on efficiency by redistributing power flows more effectively.
Transmission line capacities are modeled as a constraint [29].

5.1.2 Topology Optimization using Reinforcement Learning

There are also several papers on grid topology optimization using reinforcement learning. In
2019, the French TSO RTE launched the Learning to Run a Power Network (L2RPN) challenge,
encouraging diverse researchers to use reinforcement learning (RL) for power network mainte-
nance [25]. Several RL solutions have been created, including a paper by van der Sar et al.
(2023) presents a multi-agent reinforcement learning framework, making use of the problem’s
inherent hierarchical structure [32]. Soft actor-critic discrete and proximal policy optimization
agents have been used in order to find the best actions and policies. Another paper utilizes
the popular AI algorithm AlphaZero, which has achieved great success in games such as chess
and Go [9]. This study explores the application of AlphaZero to optimizing the topology of the
power grid, demonstrating its effectiveness in handling large-scale combinatorial optimization
tasks.
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5.1.3 GridOptions Algorithm

TenneT has also developed its own heuristics for its tool called GridOptions [39]. The approach
uses a dynamic programming algorithm combined with heuristics. Initially, load-flows are com-
puted for various network topologies using power load and generation forecasts. This list is
narrowed down with a heuristic favoring topologies with the longest congestion-free periods.
Finally, a sequential decision graph of network states is built and strategies are derived using
random weight sampling together with Dijkstra’s algorithm.

5.1.4 Evolutionairy Algorithms

An OTS problem has also been solved using a Genetic Algorithm (GA) [13]. A GA is an
EA that is typically used for single-objective optimization. Another study effectively used an
MOEA to solve OTS problems with two objectives. The additional objective in this case was to
minimize the total generation cost and the Loss of Load Probability (LOLP), which indicates
the probability that a power system will fail to meet the prescribed load during a specified
period. Solutions derived from this approach can help system operators better balance two key
objectives: cost and reliability. The paper approximated the Pareto front of these two objectives
[41].

5.1.5 Similar Applications in Field of Electrical Power

Next to OTS problems, MOEA has been applied to other problems in the field of electrical
power. The comprehensive survey on NSGA-II for multi-objective optimization and applica-
tions provides several examples of how NSGA-II has been applied to combinatorial problems
in the field of electrical power [24]. NSGA-II is a selection algorithm used in MOEAs. The
selection algorithm is also used in this research is be explained in Section 8.5.1. In the field of
electrical power, NSGA-II has been used in the IEEE 30-bus test system. The IEEE 30-bus test
system is a widely used standard in power system analysis and research, helping researchers and
engineers evaluate the performance and effectiveness of different optimization algorithms in a
controlled environment [24]. In a study by Murugan et al. (2019) NSGA-II was applied to the
transmission-constrained generation expansion planning problem (TCGEP) [27]. The TCGEP
problem involves determining the optimal locations, capacities, and types of new power gener-
ation facilities to be added to an existing power grid. The experimental results on the IEEE
30-bus test system by Murugan et al. (2019) validated the effectiveness of NSGA-II. This aligns
with other studies on NSGA-II that solve the TCGEP problem, [27] , [23], [15], [34].

5.1.6 Evolutionary Algorithms for the Shortest Path

In section 6.4 it is explained that the congestion problem can be composed as a multi-objective
shortest-path problem. To conclude the literature review, relevant papers covering MOEAs solv-
ing a shortest path problem were found. Gen M. and Lin L. (2006) proposed a new chromosome
formulation for random key-based GA, showing significant improvements over standard chromo-
some formulations [12]. Beke et al. (2021) compared different chromosome representations for
a shortest path problem to determine which is the most effective. Other papers demonstrated
the effective use of EAs on the shortest path problem [16], [35], [17] .
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Chapter 6

Mathematical Problem Background

This chapter provides a mathematical representation of the congestion management problem.
It begins with key definitions of the electricity grid. Then, it introduces the DC approximation
method for load flow analysis, explaining its assumptions and mathematical formulations. Next,
it covers load flow computations, focusing on capacity utilization and robustness metrics (N-0
and N-1 load flows). Finally, the chapter models the congestion management problem as a
shortest path problem and outlines the sets, parameters, and objectives for optimizing network
performance.

6.1 Key Definitions in Electricity Network

In this section, definitions related to electricity networks are provided. These definitions are used
throughout the following sections to explain the technical details of the network’s operation.

• Topology: The configuration of the interconnection of components such as generators,
transformers, and transmission lines in the power grid.

• Substation: A substation is a location in the electrical grid where the electricity flow is
managed. It includes the following components:

– Busbars: Busbars are conductive bars or strips within a substation that serve as a
common connection point for multiple circuits. They distribute electrical power from
incoming electricity lines to outgoing electricity lines of a substation

– Couplers: Couplers, or bus couplers, are switches or circuit breakers that connect
two sections of busbars within a substation. They allow for the reconfiguration of
the network (i.e., switching topology). Busbar couplers can be open (disconnected)
or closed (connected).

An operator can control the load flows on the electricity grid by changing the topology,
which involves opening or closing specific busbar couplers in the substations.

• Susceptance: Susceptance is a measure of how easily electricity flows through a trans-
mission line.

• Injection: These are a combination of generator and load injections.
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– Load injections: These are points where power is generated and injected into the
network. These injections can come from power plants and renewable energy sources.

– Load Injections: These are points where power is withdrawn from the network.
Examples of this this include residential, commercial and industrial loads.

• Voltage angles: Represent the phase differences between buses. These are used to de-
termine the direction and magnitude of power flows and the resulting currents in the
network.

6.2 DC Approximation

Electric power can be transmitted and utilized in two main forms: alternating current (AC) and
direct current (DC). Each type of current has unique characteristics and applications. In AC,
the voltage and current change magnitude and direction in a sinusoidal pattern. This current is
used in the electricity grid because of its ability to easily be converted to high and low voltage.
Transmitting electricity at high voltage results in lower current for the same power level, which
reduces energy losses. Because of this, AC can efficiently transmit electricity over long distances.

In contrast, DC is an electric current that flows in a constant direction without changing its
magnitude. The voltage in a DC circuit is also constant. DC is commonly used in batteries, elec-
tronics, and devices like laptops and mobile phones. To determine the load flow, or the amount
of current on a transmission line AC or DC loadflow computations are used. AC computations
are difficult to perform because they involve solving non-linear equations due to the sinusoidal
pattern.

In addition, they require precise data on system parameters, which can be challenging to obtain
and forecast accurately. Therefore, load flow forecasts are calculated using the DC approxima-
tion. This is because the equations that need to be solved are linear, which makes them much
easier to solve. The data used in this research is also calculated using DC load flow compu-
tations. In the rest of this section, a mathematical explanation is given on how to derive the
capacity utilization and calculate it for all transmission lines using DC load flow computations.

• G = (V,E) : Graph representing the buses and transmission lines in the network

• Pi : Net real power injection at bus i ∈ V , which is the generation minus load

• θi : Voltage angle at bus i ∈ V

• Bij : Susceptance between transmission line (i, j) ∈ L

• fij : Power flow between transmission line (i, j) ∈ E

In addition to this sets,the following assumptions need to be made:

• Constant Voltage Magnitudes: All voltages are assumed to be constant instead of
sinusoidal.

• Ignore Reactive Power: Only real power is considered, and reactive power is ignored.
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• Small Angle Differences: Voltage angle differences between buses are small, so the
following approximations are valid sin(θi − θj) ≈ θi − θj and cos(θi − θj) ≈ 1.

The elements of the substance matrix Bij can be calculated using the following formulas.
For the diagonal elements:

Bii =
∑

j∈B|j ̸=i

bij (6.1)

For the off-diagonal elements:

Bij =

{
−bij if there is a direct line between bus i and j

0 if there is no connection between bus i and j
(6.2)

In order to calculate the power injections the following formula is used:

P = B ·Θ (6.3)

The voltage angles Θ, can be calculated by rearranging Equation (6.3) as follows:

Θ = B−1 ·P (6.4)

Once the voltage angles θi are known, the power flow fij on each line can be calculated using
the following equation:

fij = Bij(θi − θj) (6.5)

6.3 Load Flow Computations

In an electricity network, each transmission line has a set capacity, which is fixed and predeter-
mined by TenneT. Based on this capacity, the capacity utilization, which measures how much
capacity is used, of all transmission lines is calculated. The capacity utilization of a transmission
line is determined by dividing the load flow by the predetermined capacity and then multiplying
by 100 to get a percentage. This percentage indicates how much of the line’s capacity is being
utilized.

The load flows N − 0 and N − 1 are metrics used to evaluate the capacity utilization of the
network under different conditions. The N − 0 load flow represents the maximum capacity uti-
lization of a topology under normal operating conditions. Operators use this metric to evaluate
how strained the network is under normal circumstances. The N − 1 load flow represents the
maximum capacity utilization a topology in case a transmission line fails. This is also known
as a contingency analysis. This metric tests the robustness of the network against line outages,
ensuring that the network can handle the loss of a single line without becoming overly strained.

To calculate the N − 1 load flow, a contingency list is used. This list contains critical elements
of the grid, such as transmission lines and transformers. Each element in this list is taken out
one by one, and the N − 0 flows are recalculated for the remaining topologies. The N − 1 load
flow is the maximum load flow observed in all scenarios. In the next subsection, a mathematical
representation of these load flow values is provided.
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6.3.1 Calculation of N − 0 Load Flows

• Kij : Capacity for transmission line i, j, defined by TenneT

• lij : Capacity utilization at tranmission line (i, j)

• n : Number of transmission lines

For transmission line (i, j) the capacity utilization is calculated as follows:

lij =
Pij

Kij
(6.6)

The N − 0 load flow for a certain topology can now be calculated as follows:

N − 0 = max{lij | 1 ≤ i, j ≤ n} (6.7)

6.3.2 Calculation of N − 1 Load Flows

In this subsection a mathematical representation of these loadflow values are given:

• C : Set of contingencies

• Pijc : Net real power injection at transmission line (i, j) under contingency c ∈ C

• lijc : Capacity utilization at transmission line (i, j) under contingency c ∈ C

For each contingency c, the way it impacts the power injections and the susceptance of the
network is re-evaluated. Then, the net power injections at each bus can be recalculated as
described in Section 6.2. Having recalculated Pijc, the capacity utilization for each transmission
line (i, j) is calculated as follows:

lijc =
Pijc

Kij
(6.8)

The maximum capacity utilization over all transmission lines for a given contingency c is
calculated as follows:

Lc = max{lijc | 1 ≤ i, j ≤ n} (6.9)

The load flow N − 1 is the maximum capacity utilization across all contingencies:

N − 1 = max{Lc | ∀c ∈ C} (6.10)

This calculation identifies the worst-case scenario for the network in any single contingency.
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6.4 Problem Objectives

As explained in the introduction, the goal of this research is to provide system operators with
a set of optimal strategies that exhibit different trade-offs between different objectives. The
final choice of a strategy is determined by an operator. The list below provides a description of
the objectives identified by TenneT. These objectives are mathematically represented in Section
6.4.2.

• Minimize the maximum N-0 load flow: This refers to the highest N-0 load flow value
across all time steps.

• Minimize the maximum N-1 load flow: This refers to the highest N-0 load flow value
across all time steps.

• Minimize the number of open busbar couplers: i.e., minimize the topological depth

• Minimize the amount of switching timestamps: i.e., maximize the duration of the
topologies are used

• Maximise the utilization of reference topology: Maximise the number of timestamps
the reference topology is used. e.g. all busbars closed.

The problem is treated as a multi-objective optimization problem. Multi-objective optimization
involves finding a set of non-dominated solutions, also known as Pareto-optimal solutions. These
solutions represent the best trade-offs between the conflicting objectives, where no single solution
is superior in all objectives simultaneously.

6.4.1 Shortest Path

The values N − 0, N − 1, and the topological depth depend on the topology and the timestep in
which it is used. The problem, which is defined in 6.4, can be modeled as a graph G = (V,E),
where V represents the topology and timestep combinations as nodes. The connecting edges E
represent the possible topology changes from one timestep to the next. The goal is to find a set of
topologies called a strategy that minimized the objectives defined in Section 6.4. In this shortest-
path problem, the starting node is a random node in the first timestep, and the destination is
one of the nodes in the last timestep. To handle this scenario with multiple potential starting
and ending points, a super-source (s) and super-destination (d) node is added to the start and
end of the graph, respectively. The super-source node connects to all nodes in the first timestep
with zero-weight edges, ensuring the shortest path can start from any node in the first timestep.
Similarly, the superdestination node connects to all nodes in the last timestep with zero-weight
edges, allowing the shortest path to end at any node in the last timestep. Figure 6.1 provides
an illustration of this problem. Framing the congestion management problem as a shortest path
problem will help model it mathematically. This is done in the next subsection.
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Figure 6.1: Illustration of shortest path problem. S and D are the source and destination nodes
respectively having zero-weight edges. The other nodes represent a transition from one topology to
another topology in the next timestep.

6.4.2 Sets and Parameters

In this subsection, a mathematical representation of the congestion management problem is
given. First the sets and parameters are introduced below:

• The set of timesteps, T , ranges from 0 to 26, excluding the source and destination nodes.

• The set of topology IDs at timestep t is represented by Jt.

• The set of nodes, V , consists of combinations of timesteps and topology IDs, denoted as
(t, j) where t ∈ T and j ∈ Jt.

• The set of edges, E, includes edges from node (t, j) to node (t+ 1, j′) where j′ ∈ Jt+1.

Additional variables include:

• n0tj representing the N − 0 loadflow at node (t, j).

• n1tj representing the N − 1 loadflow at node (t, j).

• dtj representing the topological depth loadflow at node (t, j).

The variable rtj indicates if the reference topology is not used, defined as:

rtj =

{
1 if i ̸= 0

0 otherwise

The variable stjj′ indicates if there is a switch between topologies, defined as:

stjj′ =

{
1 if j ̸= j′

0 otherwise
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6.4.3 Objective Functions

Using the defined sets and variables, the objectives in Section 6.4 are mathematically represented
below.

1. N− 0 loadflow: max{n0tj | ∀(t, j) ∈ V }

2. N− 1 loadflow: max{n1tj | ∀(t, j) ∈ V }

3. Topological depth: max{dtj | ∀(t, j) ∈ V }

4. Mean depth: {
∑

(t)∈T dtj/|T | | ∀j ∈ Jt}

5. Not reference topology used:
∑

(t,j)∈V rtj

6. Number of switches:
∑

(t,j,j′)∈E stjj′
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Chapter 7

Dataset

This chapter introduces the dataset used for analyzing congestion management problem ex-
plained in 6.4. It outlines the information contained in the dataset, details the pre-filtering
steps applied, and describes the size of the solution space.

7.1 Attributes of Dataset

The dataset contains data of 27 timesteps containing of the following features; timestep topology
id, N − 0 , N − 1 load flows and topological depth. The dataset has 161014 unique topologies
and 366611 rows, which represent the number of nodes in out problem (|V | = 366611). The
N − 0 and N − 1 loadflows are calculated using the method explained in section 6.3. The
dataset has been pre-filtered to include only data where the topological depth is less than 3.
Depth values higher than 3 are considered too complex by operators. Furthermore, the dataset
does not contain load flows N − 0 and N − 1 above 110. This pre-filtering step simplifies our
objective space, making it less complex and easier to work with. In Table 7.1 below, the number
of topologies and the mean of N − 1 per timestep are given. In timesteps 15, 16 17, and 18 the
number of topologies is lower and the mean topological depth is higher. This indicates that it is
a time frame of high congestion, the lower number of topologies is the result of the pre-filtering
step.
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Timestep 0 1 2 3 4 5 6 7

#Topologies 17570 17600 17658 17615 17606 17656 17664 17664
mean(N − 1) 78.6 78.5 78.1 77.1 77.0 76.8 78.0 77.1

Timestep 8 9 10 11 12 13 14 15

#Topologies 17676 17676 17602 15976 15781 14907 5675 530
mean(N − 1) 77.1 77.2 77.9 77.2 76.8 83.8 96.0 97.3

Timestep 16 17 18 19 20 21 22 23

#Topologies 577 476 472 4283 12460 15465 15976 17565
mean(N − 1) 93.2 96.4 93.6 95.1 92.9 76.3 76.4 78.6

Timestep 24 25 26

#Topologies 17451 17459 17571
mean(N − 0) 78.6 78.6 77.9

Table 7.1: #Topologies and mean(N-0) per timestep.

7.1.1 Topological Depth Count

In Table 7.2, the count of topological depths is presented, showing the frequency of the number
of topologies for each depth value. The dataset can be seen as unbalanced, having only one
topology with a depth value of 0 and significantly higher counts for larger depth values.

Topological depth Count

3 139640
2 20938
1 435
0 1

Table 7.2: Topological IDs and corresponding depth count.

7.1.2 Analysis of Objective Space

The objective is equal to all possible topologies combinations for each timestep, which is
∏

t∈T nt.
Where nt is the number of nodes in timestep t of set T . This is equal to:

S =
∏
i∈I

ni = 451 · 1016 (7.1)
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Chapter 8

Algorithm Description

This chapter focuses on how a multi-objective EA can be applied to the congestion management
problem defined in Section 6.4.

8.1 Description of the Evolutionary Algorithm

An EA is a computational method inspired by the principles of natural selection and genetics. It
is designed to find optimal or near-optimal solutions to complex problem iteratively improving
its solutions. The solutions are represented as a population, evolving them over successive
generations to improve the overal quality. according to a predefined fitness function. The core
process of an EA can be summarized as follows and is illustrated in Figure 8.1:

• Initialization: Start with a randomly generated population of candidate solutions.

• Evaluation: Assess the fitness of each candidate using a fitness function that quantifies
the quality of the solution.

• Selection: Select a subset of the current population based on fitness, giving preference to
better-performing candidates to serve as parents for the next generation.

• Variation: Generate new candidates (offspring) through recombination and mutation:

– Crossover: Combine parts of two or more parent solutions to create one or more
offspring.

– Mutation: Introduce random modifications to individual parent solutions to create
new offspring.

• Replacement: Form the next generation by selecting among the combined pool of parents
and offspring, often based on fitness.

• Iteration: Repeat the evaluation, selection, variation, and replacement steps until a ter-
mination condition is met, such as reaching a satisfactory solution or a predefined number
of generations.
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Figure 8.1: The general scheme of an evolutionary algorithm as a flowchart. The blocks marked in
blue and green are part of the initialization and evolution process, respectively [10].

The process in an EA is inherently stochastic, involving randomness in selection, recombination,
and mutation. This stochasticity ensures that the population remains diverse and that a wide
range of solutions is explored, which prevents premature convergence to local optima [10]. In the
following subsections, each component is explained, including what it is and how it is specifically
defined and adapted to address the congestion management problem (Section 6.4). The list below
specifies what components are needed to run an EA [10]:

• Chromosome representation

• Initial Population

• Fitness Function

• Selection Method

– Multi-Objective Evolutionary Algorithm (MOEA)

• Genetic Operators

– Crossover (’exploitation’)

– Mutation (’exploration’)

• Stopping Criterion

8.2 Chromosome Formulation

The first step in defining an EA is to decide how possible solutions should be specified and stored
in a way such that they can be manipulated by a computer. That is, to set up a link between the
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original problem context and the problem-solving space where evolution takes place . Objects
forming possible solutions within the original problem context are called phenotypes, while
their encoding, that is, individuals within the EA, are called genes [10]. The chromosome rep-
resentation encodes potential solutions (phenotypes) into a format that the EA can manipulate
(genotypes) . This encoding allows the algorithm to apply various evolutionary operators such
as selection, crossover, and mutation to evolve solutions over time. For example, consider the
value 18. This value is a phenotype that represents a possible solution in its original context.
Within an EA, this value needs to be encoded in a format that the algorithm can process. The
encoded version of this value, using a binary representation, would be 10010. This binary string
is the genotype that corresponds to phenotype 18 [10]. An effective chromosome formulation
ensures that all feasible possible solutions can be represented within the genotype space. It also
guarantees a clear and invertible mapping between genotypes and phenotypes, meaning that
each genotype corresponds to at most one phenotype. This invertibility is crucial for decoding
the optimized solution (a phenotype) from the best-performing genotype after the evolutionary
process ends [10].

The Figure 8.2 below illustrates the components of chromosome formulation using biology-
oriented terminology. Each chromosome consists of several genes. The value of a gene is called
an allele, and the index or position of a gene within the chromosome is called the locus. Chro-
mosomes are part of a population.

Figure 8.2: A population consists of chromosomes that represent solutions in the genotype space.
Each chromosome comprises genes, where each gene contains a specific value known as an allele [37].

There are several ways in which the congestion management problem can be encoded (Section
6.4), which is based on the shortest path problem. Beke et al. (2021) compared three different
methods, which are further analyzed in this section [2]. For each encoding, there is explained
how it works and what the advantages and disadvantages are. These encodings are:

• Direct Variable Length Encoding

• Integer-Valued Priority-Based Encoding

• Random Key-Based Encoding
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The representations are explained using the example Figure 8.3 below.

Figure 8.3: Example graph of the shortest path problem. The shortest path is shown in bold [2].

8.2.1 Direct Variable Length Encoding

With direct variable length encoding the number of genes is equal to the length of the path.
The path is denoted by a sequence of IDs , which represent the nodes that are travelled to.
The solution to Figure 8.3 is [1, 6, 2, 4]. Beke et al. (2021) argued that the main advantage
of this representation is that it gives a one-to-one mapping, which is usually preferable over
one-to-many mapping, since it avoids introducing plateaus in the search space [2]. In one-to-n
mapping, several different chromosomes might encode the same solution path, and thus have the
same associated fitnesses, forming a plateau [2]. Secondly, the genotype representation is equal to
the phenotype representation. This direct mapping ensures that genetic operators can be applied
directly to the phenotype, which simplifies the EA process. Finally, the chromosome length is
equal to the number of timestamps, which is the smallest and, therefore, the most efficient
memory usage method out of the three representations. The paper argues that a disadvantage
of using this method is that genetic operators could lead to loop formation, and therefore the
offspring need to be checked and repaired after mutation and crossover [2]. However, in our
stated shortest-path problem, it is not possible to form a loop since at every timestamp it is
only possible to move to a node in the next timestamp and not to a node in the previous or
current timestep.

8.2.2 Integer-Valued Priority-Based Encoding

With integer-valued priority-based encoding the number of genes is equal to the number of
nodes. The locus(index) of the chromosome represents the node id. The value represents a
priority, which indicates what the next node should be given the connections of a node. For
example, the path [1, 6, 2, 4] in Figure 8.3 is formulated as [6, 3, 1, 2, 5, 4] using integer-valued
priority-based encoding. Below we can see how these values were formulated.

1. Start origin node 1 available connections are [6,3, 1, 2, 5,4]. max{3, 4} = 4, node 6 is
chosen.

2. Start node 6 available connections are [6,3, 1,2, 5, 4]. max{3, 2} = 3, node 2 is chosen.
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3. Start node 2 available connections are [6, 3,1,2, 5, 4]. max{2, 1} = 2, node 4 is chosen.

Beke et al. (2021) argues that the main advantage of this representation is that a random
permutation of the priorities will always be decoded to some valid path starting from the origin
node [2]. This means that more traditional crossover operators can be used and expected to
produce feasible paths, unlike in the case of direct representations.

8.2.3 Random Key-Based Encoding

Random key-based encoding is an improved version of integer-valued priority-based encoding.
It works in the same way as integer-valued priority-based encoding, where a path is constructed
based on the available connections and the corresponding key values. The formulation is better
since there exist better crossover and mutation operators for float-represented genotypes.
In the integer-valued priority-based encoding and random-key-based encoding, genotype and
phenotype space are represented differently. According to Beke et al. (2021) Random key-based
encoding seems to be the superior representation of the three [2]. The genotype space with
this representation is well defined, allowing for good use of the operators which leads to better
convergence. This method works well for general shortest path problems with a reasonably sized
node count. However, in our specific problem (Section 6.4), the length of a chromosome becomes
excessively large, as it equals the number of nodes. With 366,611 nodes (7) in this problem,
maintaining a reasonably sized population, such as one thousand, will require substantial mem-
ory space (1000 * 366,611) and also require a lot of computational power to evolve the population.

The main advantages of this method are that it consistently forms a valid path and ensures
that no loops are created after crossover and mutation. However, because of the structure of
our problem, it is not possible to form loops. The only connection available from one node to
another is to move to a node on the next timestamp. The advantages of random key-based
encoding which form a problem in direct encoding will therefore be negligible.

As a result, direct variable-length encoding has been opted for as the chromosome representa-
tion. This approach minimizes memory usage, and the phenotype is the same as the genotype.
To use direct representation for our problem, the chromosome values are represented by the
parameter Vtj defined in Section 6.4. The values (t, j) correspond to the locus and allele value
of a gene, respectively. A chromosome C is represented as follows: {V0j , V1j , . . . , Vnj}.

8.3 Initial Population

A population is a collection of individual solutions, each represented as a chromosome. Before
the evolutionary process begins, the initial population must be generated. The prerequisites for
the initial population are that it must contain valid solutions and be diverse. This diversity
ensures that the algorithm has a large search space to explore, which increases the chances of
finding an optimal solution.

There are several ways to generate the first population. A common method is to randomly
generate solutions. The problem with this approach is that the population will not be diverse
in the number of switches. This is because the likelihood of having the same topology two or
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more times in a row is very low due to the large number of possible topology choices at each
timestep. The same issue arises for maximum depth. As shown in Table 7.2, the distribution is
skewed. There are more topologies with a depth value of 3 than there are with a depth value of
0. Random sampling over this set will also result in many solutions having an max depth of 3,
which again does not make our initial population very diverse.

8.3.1 Custom Initialization Method

Instead of random sampling, a new custom sampling method is defined. The initial population is
sampled using a new approach. This new approach is formulated below. the sets from subsection
6.4.2, have been used.

Let S be the total solution space described in section 7.1.2

• Let Wt ⊆ S be the set of solutions where t switches occur, for t ∈ T .

• Let Rt ⊆Wt be a random sample from Wt, for t ∈ T .

• Then, the initial population PS is the union of all random samples Rt.

PS =
⋃
t∈T

Rt (8.1)

• Let Dt ⊆ S be the set of solutions with topological depth t, where t ∈ {0, 1, 2, 3}.

• Let Ft ⊆ Dt be a random sample from Dt, for t ∈ {0, 1, 2, 3}.

• Then, the initial population PD is the union of all random samples Ft.

PD =
⋃

t∈{0,1,2,3}

Ft (8.2)

The final initial population is:

P = PS ∪ PD

8.3.2 Custom Initialization Method Switches

In this subsection a method for attaining any sample Rt is given. Let Ki be the set of topology
ids in i ∈ T . We define a function f(i, j), where (i, j) ∈ T and i < j:

(i, j) =

j⋂
p=i

Kp (8.3)

This formula is then used to randomly create a chromosome for any number of switches s
explained in Algorithm 1 below.
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Algorithm 1 Randomly Create Chromosome with s Switches

1: Input: Number of switches s
2: Output: Solution array C
3: Initialize set I = {0, 26}
4: Randomly select s elements from T \ {0, 26} without replacement
5: Add the selected elements to set I
6: Sort set I in increasing order
7: Initialize array C with length 27
8: for each pair (i, j) in I do
9: Compute f(i, j)

10: for k = i to j do
11: C[k] = f(i, j)
12: end for
13: end for
14: return C

8.3.3 Custom Initialization Method Toplogical Depth

This subsection explains the custom initialization method for attaining any sample Ft. Let Ki

be the set of topology ids in i ∈ T . Let wij ⊆ Ki be the set of topology ids having depth
j ∈ {0, 1, 2, 3}. We define a function f(i, d):

f(i, d) =

d⋃
p=0

wip (8.4)

This formula is then used to randomly create a chromosome for any number of switches d
explained in Algorithm 2 below.

Algorithm 2 Randomly Create Chromosome with Topological Depth d

1: Input: Depth value d
2: Output: Solution array C
3: Initialize set K ′ = {f(i, d) | ∀i ∈ T}
4: Initialize array C with length 27
5: for each i in T do
6: Randomly select topology t from K ′

7: C[i] = t
8: end for
9: return C

8.4 Fitness Formulation

The fitness function defines the criteria that the population must adapt to meet. It serves as the
foundation for selection, guiding the algorithm towards progressively better solutions by quan-
tifying which chromosomes are better [10]. To assign a fitness value, a chromosome is typically
converted from its genotype to its phenotype, and then its quality is assessed. For example, if

30



the objective is to find an integer x that maximizes x2, the fitness of a binary-encoded genotype
would be determined by decoding it to its integer form and then squaring that integer [10]. In
most cases, the fitness function is equivalent to the objective function(s) or a slight variation of it.

In case of the congestion management problem, the fitness function should evaluate a pop-
ulation based on the objectives defined in subsection 6.4.2. Objectives 5 and 6 are evaluated
using the corresponding objectives’ functions on the chromosome genotype. The other objectives
are calculated using matrix multiplication m which is done as follows. Let Vt = {Vtj | ∀j ∈ Jt} A
sparse design matrix B contains Vt on the diagonal and is constructed to represent the topologies
Jt for each timestep in the set T This matrix is constructed in the following way:

B = diag(V1, V2, . . . , V|T |) =


V1 0 · · · 0
0 V2 · · · 0
...

...
. . .

...
0 0 · · · V|T |


a1 is a sparse boolean vector that indicates which topologies in Jt 6.4.2 have been used. A
chromosome is then represented as:

a =
[
a1 a2 · · · an

]
A population consists of multiple a vectors, which are represented by A. Using matrix multi-
plication, the load flow N − 0, N − 1 or topology depth can be calculated represented by matrix
C = AB. The final step consists of taking the maximum over every row. The last step is to
apply the corresponding objective functions 1-4 in subsection 6.4.2.

8.5 Selection Method

The selection method chooses which chromosomes is passed on to the next generation, typically
favoring those with higher fitness scores to ensure that good traits are preserved and propa-
gated. In literature, there is differentiated between three kinds of selection algorithms. Single
optimization algorithms, multi-objective, and many objectives. The difference between single
and multi is that multi can solve up to two objectives at the same time, while many can solve
more than two. Since our stated problem consists of two and many objectives, there is focused
on in the latter two.

In a comparative study by Ma et al. (2023), five different frameworks were compared, consisting
of Nondominated Sorting Genetic Algorithm (NSGA-II), NSGA-III, Multi-Objective Evolution-
ary Algorithm based on Decomposition (MOEA/D), Indicator-Based Evolutionary Algorithm
(IBEA), and Multi-Objective Particle Swarm Optimization (MOPSO), [8], [7], [4], [5], and
(Comparative study:[24]). NSGA-II and NSGA-III stand out for their use of the Pareto domi-
nance principle and crowding distance, which are explained in more detail in Section 8.5.1. These
methods ensure the population maintains a diverse set of solutions by preserving non-dominated
solutions and distributing solutions uniformly across the solution space. The other algorithms
require some additional configurations, such as a pre-defined weight vector for MOEA/D or cer-
tain particle choices in MOPSO. These are undesirable because they introduce complexity and
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the potential for bias in the optimization process. Pre-defined weight vectors or specific particle
choices require careful tuning and may affect the fairness in treating all objectives equally. This
can lead to suboptimal performance if not configured correctly. In contrast, NSGA-II’s simpler
setup allows for more straightforward implementation and reduces the risk of introducing such
biases.

In recent years, the number of applications that use NSGA-II has been steadily increasing,
with more than 600 publications in 2022 alone [24]. Several of these publications focus on
applications in the electrical power industry. Some works closely related to the congestion man-
agement problem are discussed in the literature review subsection 5.1.3. For these reasons, the
NSGA framework has been chosen. Its proven effectiveness in electrical power field applications
and its easy setup compared to other selection algorithms make it a suitable choice for our
problem. The following subsections will explain how these algorithms work and highlight their
advantages.

8.5.1 NSGA-II

NSGA-II, is an improved version of the original NSGA. The algorithm is based on two key
components:

• Nondominated sorting

• Crowding distance

Each method is explained in the following two subsections.

Nondominated sorting

Nondominated sorting works by assigning non-dominated levels to each solution. This is done
using the following formula.

ϕ(x) =
∑
y∈P

I(x, y)

where

• P : All solutions in population

• x : A solutions in the population

• y : A solution where x is compared against.

• I(x, y) : Defined as follows:

I(x, y) =

{
1 if y dominates x,

0 otherwise.

Ranks are assigned based on the non-dominated levels as follows:

1. Calculate ϕ(x) for each solution x in the population P .

2. Sort the solutions in ascending order based on their ϕ(x) values.
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3. Assign ranks to the solutions such that solutions with the same ϕ(x) value share the same
rank. Solutions with lower ϕ(x) values receive higher (better) ranks.

4. Group the solutions into fronts Fi, where each front Fi contains solutions with the same
rank.

Points having level 1, belong to the Pareto front.

Crowding distance

The crowding distance is a distance metric between two poiints and is calculated bu the following
formula he crowding distance d(x) is determined by:

d(x) =
k∑

i=1

(
f+
i (x)− f−

i (x)
)

(8.5)

where

• d(x): The distance metric for solution x.

• k: The number of objectives or criteria.

• f+
i (x): The positive contribution of the i-th objective for solution x.

• f−
i (x): The negative contribution of the i-th objective for solution x.

A large crowding distance means that a solution x is located in a less crowded region of the
objective space. This implies that the solution is relatively isolated from other solutions, making
more diverse compared to solutions with smaller crowding distances.

NSGA-II process

Having explained the key elements of NSGA-II, an explanation of the process can be given. Let
t denote the generation. The process starts with a population Pt of size N and an offspring pop-
ulation Qt of size N . The combined population Rt is formed by merging the parent population
Pt and the offspring population Qt, resulting in a population of size 2N . The population Rt is
then sorted into non-dominated fronts 8.5.1.

If the size of the best nondominated set F1 is smaller than N , all members of F1 are chosen for
the new population Pt+1. The remaining members of the population are chosen from subsequent
nondominated fronts in order of their ranking until no more sets can be accommodated. If the
last non-dominated set Fk is only partially accommodated, the solutions within Fk are sorted
using the crowding distance to select the most diverse solutions to fill the the new population
Pt+1. The process is illustrated in the following Figure 8.4.
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Figure 8.4: Process of NSGA-II algorithm. Uses non-dominated sorting and crowding distance to
generate new population Pt+1

This iterative process ensures that each new generation of solutions maintains high quality and
diversity, progressing towards an optimal Pareto front.

8.5.2 NSGA-III

NSGA-III builds on the framework of NSGA-II but introduces a new approach to maintain
diversity in the population, specifically developed for many-objective optimization problems.
Instead of relying on crowding distance to ensure diversity, NSGA-III generates a set of reference
points on a hyperplane. These reference points are created using distribution methods that aim
to evenly distribute them across the hyperplane. Two popular distribution methods in the
literature are the Das-Dennis method and the Riesz s-Energy method [6], [14]. In his research,
the Riesz s-Energy method is used to generate reference points. The Riesz s-Energy method
ensures a more uniform distribution of reference points across complex objective spaces, scales
more effectively as the number of objectives increases, and is more adaptable to different types
of objective landscapes compared to the Das Dennis method[14]. In Figure 8.5 an illustration is
provided of the constructed reference points using Riesz s-Energy method in a three dimensional
space.

34



Figure 8.5: Reference poins using Rienz’s-Energy method [3].

Having initialized the reference points, the next step is to standardize the solutions. This
process involves calculating the nadir, which are the worst points and finding the extreme points.
In order to calculate these points, the following set and parameter are defined:

• m: Number of objectives

• S: A set of solutions, where each solution has m objective values

Each solution x ∈ S is represented as a vector of objective function values:

f(x) = {f1(x), f2(x), . . . , fm(x)}

Where fi(x) is the i-th objective value for the solution x. The nadir points can be calculated as
follows

znad =
[
max
x∈S

f1(x),max
x∈S

f2(x), . . . ,max
x∈S

fm(x),
]

(8.6)

To find extreme points for each objective axis, the Achievement Scalarization Function (ASF)
is used. The ASF helps in identifying solutions that are extreme or dominant in one particular
objective direction [7]. This is done as follows: For a solution x ∈ S, minimize the ASF:

ASF (x,w) = max
i=1,...,m

{
fi(x)− znadi

wi

}
(8.7)

where w = (w1, w2, . . . , wm) is the weight vector representing the axis direction. For each weight
vector w, the ASF function identifies a solution that is extreme in the i-th objective direction.
This results in an extreme objective vector zi,max. The extreme vectors {z1,max, z2,max, . . . , zm,max}
are used to construct an m-dimensional linear hyperplane. The intercept ai of the i-th objective
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axis and this hyperplane can be computed [7]. Using the intercepts and the nadir points, the
objective functions are normalized as follows:

f
′
i (x) =

fi(x)− znadi

ai − znadi

(8.8)

Figure 8.6, provides an illustration of the explanation above.

Figure 8.6: The solutions (purple) are scaled based on the nadir(red) and extreme points (green)
to the normalised points (blue) [26].

Subsequently, each solution f
′
i (x) is associated with a reference point. Each reference point cor-

responds to a line connecting the reference point with the origin, known as a reference direction.

For each solution f
′
i (x), the the perpendicular distance to every reference direction wj is calcu-

lated, using the formula:

d⊥(f
′
i (x), wj) = f

′
i (x)−

wT
j f

′
i (x)

||wj ||
(8.9)

Each solution f
′
i (x) is associated with the reference point that corresponds to the reference

direction wj for which the perpendicular distance is smallest.
Figure 8.7 provides an illustration of this association process.
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Figure 8.7: Association of solutions to the reference points. Each solution is associated with the
closest reference point [26].

Finally, the number of points associated to a reference point is counted. This is known as
niching and is used to determine which solutions to retain. Instead of sorting solutions by their
crowding distance, the algorithm looks at how many solutions are associated with each reference
point. Solutions associated with reference points with a low niche count are preferred to fill the
remaining slots in the population.

The selection process is similar to NSGA-II, where the combined population Rt is sorted into
non-dominated fronts using non-dominated d-order. Let Fl be the front that cannot be accom-
modated. Then all population members from the non-dominated front level 1 to level l are first
included in St. When the last front Fl is partially accommodated, the algorithm looks at the
fraction Fl

St
to determine which solutions from Fl should be included to complete the population

Pt+1. This ensures that the final population maintains both diversity and convergence to the
Pareto front. This new population Pt+1 is used for the next generation.

8.6 Genetic Operators: Crossover and Mutation

This section explains crossover and mutation operators that are used. Crossover and mutation
drive the processes of exploitation and exploration, respectively. Crossover involves combining
the genetic information of two parent solutions to produce offspring. This operator facilitates
exploitation by allowing the algorithm to mix and match the best traits from different parents,
thereby focusing on and refining promising areas of the search space. The goal of crossover is to
generate new solutions that inherit the desirable features of their parents, increasing the likeli-
hood of improving the overall quality of the solution. Mutation, on the other hand, introduces
random changes to individual solutions. This operator is used for exploration as it enables the
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algorithm to maintain genetic diversity within the population and prevents premature conver-
gence to local optima. By randomly altering parts of a solution, mutation helps the algorithm
explore new and potentially better regions of the search space that might not be reachable
through crossover alone.

8.6.1 Crossover

The challenge in choosing a crossover operator is that the resulting offspring must remain valid
solutions. In Section 7, there is explained that the dataset has an uneven distribution in the
number of available topologies per timestep. This uneven distribution can create problems
when chromosomes are combined during crossover, potentially resulting in offspring with invalid
topology values for certain timestamps. Therefore, a crossover method should be chosen that will
not cause this problem. One such method is k-point crossover. This method works by selecting
k crossover points within the chromosome, the parent chromosomes are then divided into k + 1
segments. The offspring chromosomes are created by alternating these segments between the
two parents. Here follows a mathematical explanation.

• Let P1 and P2 be two parent chromosomes, each represented as a sequence of genes:

P1 = [p1,1, p1,2, . . . , p1,n]

P2 = [p2,1, p2,2, . . . , p2,n]

• Let C1 and C2 be the resulting offspring chromosomes.

• Let K be the number of crossover points, where K is a positive integer less than n.

• Let c1, c2, . . . , cK be the crossover points, where 1 ≤ c1 < c2 < . . . < cK < n.

• K crossover points c1, c2, . . . , cK are randomly selected along the length of the parent
chromosomes.

• The offspring chromosomes C1 and C2 are created by alternating segments between the
two parents at the crossover points.

C1 = [p1,1, p1,2, . . . , p1,c1 , p2,c1+1, . . . , p2,c2 , p1,c2+1, . . . , p1,c3 , . . . , p2,cK+1, . . . , p2,n]

C2 = [p2,1, p2,2, . . . , p2,c1 , p1,c1+1, . . . , p1,c2 , p2,c2+1, . . . , p2,c3 , . . . , p1,cK+1, . . . , p1,n]

Figures 8.8 and 8.9 are also examples of k-point crossover with k = 1 and k = 2 respectively.

Figure 8.8: Example of one-point crossover: Genes are exchanged between two chromosomes at
the randomly selected red line crossover point [38].
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Figure 8.9: Example of multi-point crossover: Genes are exchanged between two chromosomes at
several randomly selected crossover points, shown by red lines [38].

8.6.2 Mutation

The same challenge that exists when choosing a crossover operator also applies to mutation, the
remaining offspring must remain valid solutions. One effective mutation operator that achieves
this is a random reset mutation. In this method, a gene is randomly chosen, and a new value
from the set of permissible values is chosen as new allele for the gene which ensures that the
chromosome remains valid.

The reset mutation operator works as described in Algorithm 3:

Algorithm 3 Mutate Population

1: Input: Population matrix X, Set Jt 6.4.2, and mutation probability p
2: Output: Mutated population matrix X
3: random matrix← Initialize a random matrix with values between 0 and 1 that has the same

dimensions as X
4: mutation indices ← find indices where random matrix ≤ p
5: mutation values ← select topologies at mutation indices based from corresponding set Jt
6: X[mutation indices] ← mutation values
7: return X
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Chapter 9

Methodology

This chapter provides an overview of the methodology employed in this thesis, focusing on
applying an EA to TenneT’s congestion management problem. The goal is to explore how
different objectives influence the performance and diversity of solutions within both the objective
and feature spaces. This is achieved through a detailed testing approach and specific evaluation
measures. This methodology helps to identify what methods can efficiently provide the best and
most diverse solutions for operators to apply to the electricity grid.

9.1 Objectives

In this section, it is explained what objectives are used, how many algorithms are compared,
and what algorithms optimize which objectives. Each algorithm uses the implementation of the
EA described in Chapter 8. A total of six different algorithms are compared. Each algorithm
is optimized for a subset of the objectives defined in subsection 6.4.2. The six EAs, and the
corresponding objectives they optimize, are detailed in Table 9.1.

Table 9.1: Objectives optimized by different EA.

Objective EA1 EA2 EA3 EA4 EA5 EA6

max N − 1 x x x x x x
max topo depth x - - x - x

# switching actions - x - x x x
# reference topo - - - - - x
mean topo depth - - x - x -

N − 0 - - - - - -

9.1.1 Motivation for comparing EAs

In this section, a motivation is given for why the different EAs are chosen to be compared. The
motivation is partly based on the correlation matrix between the objectives, which can be seen
in Figure 9.1 below.
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Figure 9.1: Correlation matrix of objectives.

The decision of the chosen objectives is based on the following reasons:

• N− 0 is not chosen as an optimization objective
Table 9.1 shows that each algorithm is not optimised on N − 0. N − 0 and N − 1 must
both be below a certain threshold. In practice, N − 0 is always less than N − 1, meaning
that if N − 1 is below the threshold, N − 0 is as well. Consequently, this makes optimising
on N − 0 unnecessary.

• Difference between selection algorithms NSGA-II and NSGA-III
Three algorithms are optimized on two objectives using the NSGA-II selection algorithm,
while three other EAs were optimized on three or more objectives using the NSGA-III
selection algorithm. The results of these different optimization strategies are compared to
evaluate how solutions optimized for two objectives perform relative to those optimized
on three or more objectives. This analysis aims to determine whether the Pareto front
projected onto a two-objective space from a many-objective (three or more objectives)
optimization is equivalent to the Pareto front obtained from the EA optimized directly
for those two corresponding objectives. This helps us to understand if the multi-objective
approach captures the same quality of solutions in the two-objective space or if dedicated
optimization on just two objectives provides distinct advantages.

• Difference between aggregation functions
From the correlation matrix 9.1, it can be seen that max(depth) is not significantly corre-
lated with max(N − 1). However, mean(depth) shows a strong negative correlation with
max(N − 1). By optimizing max (depth) and mean (depth) separately, it can be analyzed

41



how much the mean or max operator influences the end result and determine which oper-
ator would be best to optimize to achieve a balanced solution between topological depth
and N − 1.

• Combining objectives due to high correlation
The correlation matrix 9.1 shows a high correlation between the mean(depth) and the
reference objective. The chosen EAs allow for an analysis of whether these objectives can
be effectively combined, potentially simplifying the optimization process or if there is a
need to optimize them separately.

• Relaxing reference condition
One of the objectives defined by TenneT is to maximize the duration spent in the reference
topology. This is the topology in which operators spend the most time and, therefore, feel
more comfortable handling situations. From a research perspective, it is interesting to
observe the results if this objective were relaxed. This relaxation could reveal whether the
end results differ significantly when this objective is not strictly prioritized.

• All objectives of interest for perator
EA6 optimizes all objectives that are relevant to the operator.

9.2 Testing Approach

This section describes the methodology for testing the different EAs to ensure that each algo-
rithm is evaluated fairly and consistently. First of all, each EA seen in Table 9.1 is run 100
times on different seeds. A seed is a setting that initializes the random number generator to
ensure reproducibility of the results. Running an EA 100 times, the effect of randomness on the
outcome can be analyzed. Furthermore, this mitigates the influence randomness has on our end
solutions, ensuring that the observed performance is due to the algorithm’s inherent capabilities
rather than random chance. This approach provides a more robust and reliable evaluation of
the EA’s performance.

Secondly, each EA is optimized on different objectives, and the final solutions of each EA will
reside in their respective objective spaces. To compare the results between the EAs, a common
objective space is defined by the following objectives: maximizing N − 1, maximizing depth,
minimizing the number of switches, and minimizing the number of references. The final results
of each EA, are projected on this common objective space. This projection to a common objec-
tive space can be mathematically explained as follows: let fu(x) denote the objective vector of
a solution x evaluated by EA u in its specific objective space, that is called the Target space.
To enable comparison across different EAs, we define a common objective space where each
solution x is re-evaluated for the common objectives.
Thus, every s solution x from EA u is mapped to the common objective space by reevaluating
x with the following function (9.1):

g(x) = [max(N − 1),max(depth),#switches,#reference] (9.1)

This re-evaluation ensures that all solutions are compared based on the same set of criteria,
making it possible to analyze and compare the performance of different EAs.
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9.2.1 Key Definitions

The following definitions support the comparison analysis and are used in the next sections of
the thesis.

• Combined population: This is a population for a specific generation, formed by com-
bining all the solutions from different seeds.
Mathematically, let Zi

j represent the set of solutions from seed i ∈ M = {1, . . . , 100} at
generation j ∈ {0, . . . , n}. The combined population Cj can be defined as:

Cj =
⋃
i∈M

Zi
j (9.2)

• Combined Pareto front: This is the Pareto front of the final combined population,
consisting of the non-dominated solutions from the last generation.
Mathematically, let Pf(·) be the function that returns the Pareto front of a set of solutions.
The combined Pareto front PCn for the final generation n is:

PCn = Pf(Cn) (9.3)

where Pf(·) is defined in subsection 9.2.1.

These definitions can be used within the own objective space fu(x) or in the common objective
space gu(x) of any EA u. The following definitions apply only to the common objective space.

• Super population: This is a population for a specific generation, formed by combining
the population solutions of the common objective space from all different EAs.
Mathematically, let Cu

j be the combined population of EA u ∈ {1, . . . , 6} at generation
j ∈ {0, . . . , n}. The super population Sj can be defined as:

Sj =
⋃

u∈{1,...,6}

Cu
j (9.4)

• Super Pareto front: This is the Pareto front of the super population from the final
generation, consisting of the non-dominated solutions of the common objective space across
all EAs.
Mathematically, the super Pareto front PSn for the final generation n is:

PSn = Pf(Sn) (9.5)

9.3 Evaluation Measures

The performance of the algorithms are assessed using several evaluation metrics. This section
gives a brief overview of the evaluation measures used. Section 10 gives a more detailed explana-
tion of the measures and a motivation for why they have been used. These measures are used on
the combined Pareto front, in the objective spaces f(x)u and g(x)u for each EA u, respectively.
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• Hypervolume
The hypervolume measure is one of the most frequently applied measures to compare
the results of evolutionary multi-objective optimization algorithms. The hypervolume
indicator is appealing because it is compatible with any number of problem objectives,
only needs one reference point, and requires no prior knowledge of the true Pareto-optimal
front [33].

• Inverted Generational Distance Plus (IGDplus)
IGDplus calculates the average distance from each point in the true or a reference Pareto
front to the nearest point in the obtained set of solutions. This metric effectively combines
the aspects of convergence, how close the obtained solutions are to a true or reference
Pareto front, and diversity, how well these solutions cover the entire Pareto front[19].

• Non-uniqueness
For a population of solutions, it can happen that different solutions represent the same
point in objective space. This indicator measures the number of non-unique solutions.It
indicates the amount of diversity in a set of solutions that is beneficial in a decision support
context.

• Coverage
Coverage is a measure for comparing different sets of PF approximations. It can be used to
measure the contribution of a set S1 to another solutions set S2, also taking into account
the non-unique points. This can be useful in two ways:

1. Seed sensitivity In the own objective space of an EA, the coverage can be calculated
of a set S1 of EA run with seed i, to the combined Pareto front set S2. In this way,
an analysis of the seed sensitivity can be made.

2. Contribution super Pareto front The number and specific points an EA shares
with the super Pareto front can be analyzed. This analysis will indicate how well an
EA is able to find the best solutions. solutions.

• Topological diversity
This measures the number of different topologies used in a set of solutions. It indicates
the most relevant topologies employed by an EA. A comparison can be made between
a combined Pareto front and a Pareto front generated with a specific seed to see which
topologies in which the strategies differ. Topological diversity can also be analyzed across
the different EAs to compare the difference in topologies used in different EAs, where they
overlap and where they are different.

• Substation diversity
This metric measures the number of different substations utilized. Similar to topological
diversity analysis, it allows for comparison between the EAs to evaluate differences in
substations used.

• Computation time
Finally, we can look at computation time. EAs that optimize on more objectives will
generally require more time to compute. This difference in computation time can impact
the feasibility of applying an EA,especially when there is a need for quick decision-making.
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Table 9.2: Overview of the evaluation measures and corresponding evaluation domain.

Name Domain

hypervolume in objective space
non-uniqueness on solution set

coverage in objective space
substation diversity in descriptor space
topological diversity in descriptor space
computation time per algorithm

9.4 Hyperparameters

In order to test the algorithms, every EA is run with the same hyperparameters to ensure a fair
comparison. The hyperparameter settings for each EA can be seen in Table 9.3.

Table 9.3: Hyperparameters and their values.

Hyperparameter Value

number of seeds 100
selection method NSGA-II/ NSGA-III
crossover operator 4-point crossover
mutation operator reset mutation
population size 722
crossover rate 0.9
mutation rate 0.037 (1/27)

termination parameter 700 generations

Table 9.4: NSGA-iii reference points configuration.

NSGA-iii parameters Value

reference points method Rienz s-Energy
number of reference points 300

9.5 Procedure of Testing the Different EAs

The methodology for analyzing the different EAs will have the following procedure:

1. Run EAs
An EA, defined in Section 8, is applied to the congestion management problem, optimizing
the specified objectives in Table 9.1. Every EA will use the same hyperparameters defined
in subsection 9.4.

This step involves running the algorithm multiple times, each time targeting different
objectives. The algorithm is run on 100 different seeds to mitigate the influence of ran-
domness when comparing different EAs and to analyze how much randomness has on the
end result.
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2. Analysis of solutions using evaluation measures

• Solution space The solutions are analyzed within the target and common space.
This analysis will help us understand the distribution and quality of the solutions,
highlighting the effectiveness of the algorithm in achieving the desired objectives. The
quality and distribution of the solutions are assessed using hypervolume and IGDplus.

• Feature space The solutions will also be examined in the feature space, focusing
on non-uniqueness, coverage, substation diversity, and topological diversity. This
analysis will provide a deeper understanding of the characteristics of the solutions.

3. Conclusions Based on the analysis, we will determine: 1) if EA are effective for addressing
congestion management problems, and 2) which specific EA(s) are best suited for this
application.

By following this methodology, we aim to gain valuable insights into the influence of different
objectives on the performance and diversity of solutions.
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Chapter 10

Evaluation Measures

This chapter presents evaluation measures to assess the performance of each EA. It covers hy-
pervolume, inverted generational distance plus (IGDplus), and computation time, which are
standard measures in the EA literature [18]. Furthermore, custom measures designed for this
problem have been defined. These are non-uniqueness, coverage, substation, and topology di-
versity, these are explained in detail in the corresponding subsections.

10.1 Hypervolume

The hypervolume indicator is the most widely used in the evolutionary multi-objective optimiza-
tion community [18]. Firstly, it is the only measure that is Pareto compliant, which means that
optimizing based on hypervolume leads directly to the Pareto front, capturing the best trade-offs
among objectives [11]. Secondly, for this indicator, only one reference point must be set. Other
performance indicators, such as IGD, require a set of reference points [33]. The hypervolume
works by calculating the area of a defined reference point to a set of non-dominated solutions.

The left part of Figure 10.1 illustrates how that looks. In the left graph, two objectives are
minimized, f1 and f2, a reference point is set at point r. This value should always be domi-
nated by solutions, which are a1, a2, a3, a4 in the example illustration. Each point of the points
a1, a2, a3, a4 dominates a region in the objective space that extends from the point itself to
the reference point r. These regions form rectangles whose areas can be calculated. The to-
tal hypervolume is the sum of these individual areas. The hypervolume area is denoted by
HI({a1, a2, a3, a4}).

The same principle works for calculating the hypervolume in 3 dimensions.

In the right part of Figure 10.1 there is an additional objective f3. Instead of an area, the
volume of the set of non-dominated points Y is calculated.
The generalized method for calculating the hypervolume for the (m ≥ 2) numbers of objectives
can be as follows. Let S = {a1,a2, . . . ,an} be a set of n non-dominated solutions, where any ai

represents a solution with values (a1, a2, . . . , ak). A reference point r = (r1, r2, . . . , rk) is chosen
such that it is dominated by all the solutions in S. For each solution ai, the objective space,
the volume Vi of the hyper-rectangle dominated by this solution and bounded by the reference
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point r is given by the following equation:

Vi =
m∏
j=1

(rj − aij). (10.1)

The total hypervolume HV is the sum of the volumes of the individual hyper-rectangles for all
solutions in the set S = {a1,a1 . . .an}, which is given by the following equation:

HV (S, r) =
n∑

i=1

Vi =
n∑

i=1

 m∏
j=1

(rj − aij)

 (10.2)

Figure 10.1: Hypervolume indicator in two dimensions for set A = {a1, a2, a3, a4} ∈ R2 (left) and
in three dimensions for a set A = {y1, y2, y3, y4} ∈ R3 (right) [33].

10.1.1 Implementation of Hypervolume to Congestion Management Problem

For interpretability reasons, the solutions have been standardized by scaling each objective
between 0 and 1. This process involves defining the following sets:

• W = {W1,W2, . . . ,Wn}: A set of solutions representing the initial population of the
super solutions, where each solution Wi is a vector of objective values

• B = {B1,B2, . . . ,Bn}:A set of solutions representing the final population of super solu-
tions, where each Bi solution is a vector of objective values

With these sets, the nadir and optimal points are calculated, these are used to scale the solutions.
The set of nadir points znadir, can be calculated as follows:

znad =


max(W11,W21, . . . ,Wn1)
max(W12,W22, . . . ,Wn2)

...
max(W1m,W2m, . . . ,Wnm)

 (10.3)
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Where n is the population size and m is the number of objectives. Similarly, the set of optimal
points can be calculated as follows:

zopt =


min(B11, B21, . . . , Bn1)
min(B12, B22, . . . , Bn2)

...
min(B1m, B2m, . . . , Bnm)

 (10.4)

Having found the worst and best points across all EAs, the solution sets can be standardized.
The following formula is used to find the set of standardized solutions S

′
of the set of solutions

S.

S
′
= f(S) =

S − zopt

znad − zopt
(10.5)

Now, a reference point r can be determined simply by: r = (r1, r2 . . . , rm) = (1, 1, . . . , 1) for m
objectives since every solution a is at least better than r. The highest hypervolume that can be
achieved is 1, meaning that a solution set S covers the whole objective space. Figure 10.2 is an
example of the hypervolume in the standardised solutions space in two dimensions, represented
by x and y. The hypervolume for this example is HV (a) = (a2 : (0.6×0.8)+a1 : (0.4×0.3)+a3 :
(0.1× 0.2)) = 0.47 Solution a, in this case covers almost half the space.

Figure 10.2: Hypervolume indicator in two dimensions for set A = {a1, a2, a3} ∈ R2 in a
standerdised objective space

10.2 Inverted Generational Distance Plus (IGDplus)

The second evaluation measure used is Inverted Generational Distance Plus (IGDplus). IGDplus
evaluates the performance of a set of obtained solutions by comparing them with a set of reference
points on the true or reference Pareto front. IGDplus is an improvement over the original
IGD metric. The original IGD measures the average distance from a set of reference points
to the nearest solution in the set of obtained solutions. However, it does not account for the
dominance relationship between solutions and reference points. IGDplus solves this by making
use of directional distance [18]. Instead of calculating the distance between a reference and
nearest solution point, it calculates the distance to the nearest non-dominated space the set
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of solutions covers. Figure 10.2 illustrates the difference. The directional distance is calulated
using the equation below (10.6):

d+(r,a) =

√√√√ m∑
i=1

max(ri − ai, 0)2, (10.6)

where ri and ai are the i-th objective values (components) of the reference point r and the
solution a, respectively. The max(ri − ai, 0) function ensures that only positive deviations are
considered, focusing on the areas where the reference point dominates the solution.
The IGDplus value is the average of the minimum directional distances over all reference points.

IGD+(A,R) =
1

|R|
∑
r∈R

min
a∈A

d+(r,a) (10.7)

Where:

• A : A set of solutions A = {a1,a2, . . . ,an}

• R : A set of solutions R = {r1, r2, . . . , rn}

Figure 10.3: Illustration of the IGD (a) and IGDplus (b)indicators for a minimization problem
[18].

The additional use of IGDplus makes the solutions more interpretable. While hypervolume
shows how much of the solution space is covered, IGDplus indicates how far off solutions are
from the Pareto front. This combination provides a clearer understanding of both the extent
and quality of the solutions, balancing coverage with convergence and distribution.

10.2.1 Implementation of IGDplus to Congestion Management Problem

The same standardization method is used as in the implementation of the hypervolume. The
solution sets A and R are standardized using equation (10.5), resulting in sets A

′
and R

′
, using

the same nadir and optimal points calculated from (8.6) and (10.4), respectively. The IGDplus
distances from sets A

′
and R

′
are calculated using equation (10.7); IGD+(A

′
, R

′
) .
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10.3 Non-Uniqueness

Non-uniqueness measures how many distinct solutions represent the same point in the objective
space but use a different strategy. This metric provides insight into the diversity of the solutions
in terms of the strategies used. For each EA, the analysis involves calculating the number
of non-unique solutions within their respective Pareto fronts. This is done by comparing the
objective values and identifying solutions with identical objective values but different topological
configurations. Formally, it can be denoted as the difference between the number of strategies
and the number of unique objective points, which are the different values that are not equivalent
in fitness. Non-unique points are important for several reasons:

• Operational flexibility: Decision-makers benefit from a wider range of options leading
to more informed and confident decision-making.

• Insight into algorithm behavior: Analyzing non-unique points helps in understanding
how the algorithm explores the solution space. It indicates the algorithm’s ability to find
diverse solutions and underscores the exploration-exploitation balance.

• Adaptability: Different operational scenarios might require different strategies. Non-
unique points ensure that there are alternative strategies available that can be quickly
adapted to changing conditions or requirements.

For each EA, the total number of unique points, as well as the mean and maximum number of
unique points per objective point, are shown.

10.4 Coverage

In this section, the coverage metric is defined and explained. Coverage is defined as the inter-
section of a set X with any subset Y :

Coverage(X,Y ) = X ∩
⋃
y∈Y

y (10.8)

Where X and Y are the can be a super, combined or seeds sets. A hierarchical one-to-many re-
lationship exits between these sets. one super Pareto front, consisting of 6 (many) EA combined
Pareto fronts. Each combined Pareto front consists of 100 (many) seed Pareto fronts. Using the
coverage, there can be analyzed how many seed sets it takes to get a combined set. This is when
Coverage(X,Y ) = X meaning, the set X and the intersection set are the same. Similarly, the
performance of an EA can be analyzed by calculating the coverage of a combined set with that
of the super set. The larger the resulting intersection set Coverage(X,Y ), the better it is able
to find the best solutions. Figure 10.4 shows the hierarchical one-to-many relationship between
seed, combined, and super sets within the solution/feature space.
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Figure 10.4: Hierarchical one-to-many relationship between seed, combined, and super sets within
the solution/feature space.

The coverage metric is used in two analyses; the first analysis concerns the relationship between
the final seed sets and the combined set. Due to randomness, the final results between seed runs
may vary. A specific run can contain different strategies compared to a run executed with a
different seed setting. To analyze this behavior, two seed analysis methods are used. The first
method examines the distribution of how many runs need to be combined to form the combined
set. The second method analyzes the relationship between the number of combined seed runs
and the number of points and strategies. These methods are explained in more detail in sub-
sections 10.4.1 and 10.4.2, respectively.

The second analysis focuses on coverage within the common objective space of the super-Pareto
front with the combined sets. Although IGDplus and hypervolume metrics provide a clear indi-
cation of how close the solutions of a combined EA are to the super Pareto front, they do not
offer insight into the number of unique points contributed by each algorithm. In this analysis,
the aim is to determine which algorithm contributed the most strategies to the super Pareto
front. The more an EA contributes, the better it performs.

10.4.1 Seed Set Analysis for Combined Solution Set Coverage

In the first method, the number of different seed sets required to match the number of combined
solutions is analyzed. This is done by conducting 1,000 experiments, where for each experiment,
sets of different seeds are randomly selected and incrementally combined until the resulting
solutions in the combined solution set equals the solutions in the combined set. The number of
sets needed to achieve this equality is recorded. This process yields a probability distribution of
the number of seeds required to achieve the combined set. This probability distribution helps
determine the confidence level that all solutions have been found given the number of seeds
combined. A detailed description of the algorithm can be found in Algorithm 4.
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Algorithm 4 Seed set analysis for combined solution set coverage

1: Input: Final solution sets of random seeds S, number of experiments n = 1000
2: Output: Probability distribution of the number of seed sets needed to achieve the combined

set
3: num sets needed ← []
4: for experiment from 1 to n do
5: S′ ← S
6: Ccurrent ← ∅
7: while Coverage(Ccurrent, T ) ̸= C do
8: T ← Randomly select a subset from S′

9: S′ ← S′ \ {T}
10: Ccurrent ← Ccurrent ∪ T
11: end while
12: Append number of sets in Ccurrent to num sets needed
13: end for
14: return num sets needed

10.4.2 Incremental Seed Aggregation and its Effects on Strategies and Points
found

In the second analysis, the effect of incrementally combining more seeds on the number of
strategies and points found is investigated. Initially, an experiment consisting of 100 runs is
performed, each with a random seed. The number of points and strategies included in the
combined set is recorded. The experiment is then repeated by combining the results of two
seeds, then three seeds, and so forth, until all seeds are combined. For each step, the mean
and standard deviation of the number of points and strategies found across the 100 runs are
calculated. The results demonstrate how the algorithm converges in terms of both the number
of strategies and the number of points found. Algorithm 5 provides a detailed description of
how this analysis works.
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Algorithm 5 Incremental Combination Analysis

1: Input: Set S of all EA seed Pareto fronts, number of runs n = 100
2: Output: Mean and standard deviation of the number of strategies found at each step
3: mean strategies ← []
4: std dev strategies ← []
5: for k from 1 to |S| do
6: strategies found ← []
7: for run from 1 to n do
8: selected seeds ← Randomly select k seeds from S
9: combined result ←

⋃
s∈selected seeds s

10: Append number of strategies in combined result to strategies found
11: end for
12: mean strategies k ← Mean(strategies found)
13: std dev strategies k ← StandardDeviation(strategies found)
14: Append mean strategies k to mean strategies
15: Append std dev strategies k to std dev strategies
16: end for
17: return mean strategies, std dev strategies

10.5 Topological Diversity

In this section, methods for analyzing topological and substation diversity are discussed. The
following analyses are performed.

1. The final topology result is displayed using sankey diagram.

2. The topologies used most often are identified and the distribution of topology count is
given and analyzed.

3. The dominance of topologies per timestamp is assessed.

4. The different substations used is identified.

These analyses are conducted within their own optimized objective (target) space and a common
objective space.

10.5.1 Final Topology Result

The final topology result are represented by a Sankey diagram, where the flow of strategies is
visualized over the different timestamps. In this diagram, nodes represent different topologies,
and the width of the arrows between nodes is proportional to the number of strategies that tran-
sition from one topology to another. This representation clearly shows the dominant topologies
and the flow of strategies between them, illustrating the algorithm’s exploration and utilization
of different configurations.
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10.5.2 Distribution of Topologies

This analysis investigates which distributions are predominantly used in the Pareto front of the
combined EA. This is done in the following way. Let V be the set of all topologies. Let Ii,j
be an indicator function that represents that topology j is present in strategy i. Let Cj be the
count of the Topology j ∈ V . The count of any topology j is calculated as follows (10.9):

Cj =
∑
i∈Z

Ii,j (10.9)

For each topoly j ∈ V , the count is calculated. Then, the counts are sorted, based on their
frequency. This gives an indication of what the most important topologies are and how each EA
favors different topologies.

10.5.3 Topology Dominance per Timestamp

The Simpson Diversity Index (SDI) is a measure used in ecology to quantify the biodiversity
of a habitat [36]. It accounts for both the number of species present (species richness) and the
relative abundance of each species (species evenness). In addition to its application in nature,
this metric can also be used to determine how rich and diverse the number of topologies is in a
certain timestamp are. The value of the Simpson diversity index ranges from 0 to 1. A value
closer to 1 indicates a rich and balanced distribution of topologies, whereas a value closer to 0
indicates a unrich and unbalanced distribution of topologies.

The Simpson Diversity Index is calculated using the following formula:

Dt = 1−

(
St∑
i=1

ni,t(ni,t − 1)

Nt(Nt − 1)

)
(10.10)

Where:

• Dt is the Simpson Diversity Index at timestamp t ∈ T .

• St is the total number of distinct topologies at timestamp t ∈ T .

• ni,t is the number of topologies of type i at timestamp t ∈ T .

• Nt is the total number of topologies at timestamp t ∈ T .

Additionally, the total difference between the SDI of a combined population and that of the
super population is calculated to determine how much the topology distribution of the combined
population deviates from the ideal set of solutions. Let, t1 and t2, be the SDI of two time frames
the total difference is calculated using the following formula (??):

∆D =
∑
t∈T
|D1t −D2t| (10.11)

Where:

• ∆D : is the total difference in SDI

• D1,D2 :SDI of D1 and D2 in space R|T |
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10.5.4 Substation Diversity

In addition to analyzing the topologies used, it is also important to analyse the substations
activated withing each strategy. Some topologies require specific substations to be activated.
To analyze substation diversity, a frequency diagram is created. This diagram will show the
fraction of each substation’s usage across all topologies.

10.6 Computation Time

Finally, an analysis of the computation time is performed. EAs that optimize for multiple
objectives typically require more computation time. This increased computation time can affect
the practicality of using an EA, especially in situations where rapid decision-making is crucial.
The most computationally expensive parts of the algorithms described in Section 8, are the
selection algorithms NSGA-ii and NSGA-iii and the evaluation method. NSGA-ii and NSGA-iii
both have a time complexity of O(MN2), where M is the number of objectives and N is the
population size. This complexity arises due to the non-dominated sorting procedure, which
dominates the computational effort of the algorithms [18]. This is the time complexity for
running one generation. Figure 10.5, illustrates how the time complexity scales for any N and
M .

Figure 10.5: Time complexity of O(MN2).

For each EA, the time it takes to finish a run, which takes 700 generations, is recorded. Then
the mean of all 100 different seed runs is taken. Using this mean, the runtime of 1 generation
can be calculated. Based on our seed analysis and termination criteria(number of generations),
it can be calculated how long it would take for an EA to find all the points and strategies.
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Chapter 11

Results

In this chapter the result from our evaluation measures are presented. First the final results
projected in each solution space is given, then the results of the new initialisation method
proposed in Section 8.3 are shown and finally the results of each evalutaion measure defined in
Chapter 10 for each EA is given.

11.1 Final Solutions

For EA, a scatter plot (Figure 11.1) between N − 1 and the other objectives of the combined
Pareto fronts is presented.

Figure 11.1: Final populations of each EA projected in each objective space.

Figure 11.1 gives the following first insights:

• EA1 has many solutions outside its target space. However, most of these points are sub
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optimal.

• EA2 is not able to find all the Pareto optimal points for max depth, suggesting a limitation
in its optimization capability for this objective.

• EA5 and EA6 appear to find similar solutions, indicating that the optimization criteria
for these two EAs lead to comparable results.

• EA3 performs considerably better than EA1 and EA2, which are optimized on two ob-
jectives. It finds similar solutions to EA5 and EA6, indicating strong performance across
multiple objectives.

11.2 Initial Population Results

In this section, the result of the selection method proposed in Section 8.3 is given. EA4 optimizes
switches and maximum depth. This algorithm is run twice, once using random initialisation
and once using the proposed initialisation method defined in Section 8.3. For both runs, the
same hyperparameters are used. The first and final population are plotted to see the difference
between the initialization methods. The initial populations can be seen in Figure 11.2 and the
final population in Figure 11.3. Figure 11.2 shows that for random initialisation the values for
depth and switches are 3 and 26 respectively. In contrast, our custom method gives a better
spread across the solution space for both objectives.

Figure 11.2: Results of initial population using random initialisation (top row) and custom initial-
isation (bottom row) for max depth and switches.

EA4 using the custom initialisation method method found 7 different objective values containing

58



41 strategies for both depth and switches, the randomly initialized population only found 5
objective values containing 17 strategies. EA4 also contains better solutions. The depth plot
contains the solutions (97,3;1) instead of (106;1) and (96.1;3) instead of (96,9; 3) in switches
plot. This shows the importance of having a diverse initial population and how it can affect the
final result.

Figure 11.3: Results of final population using random initialisation (top row) and custom initiali-
sation (bottom row) for max depth and switches.

11.3 Hypervolume and IGDplus

In this section, the Hypervolume and IGDplus results are presented. The implementation details
can be found in subsection 10.1.1. The result is given for both the target space and the common
space, respectively.

11.3.1 Results Target Space

In Figure 11.4, the hypervolume for each EA in the target space is shown. Every EA shows
convergence. After 100 generations, most EAs appear to have converged; however, there are
still some small improvements that are made. After 400 generations, all EAs appear to have
converged. This indicates that running the algorithm for more generations will likely not result
in better solutions. It is important to note that differences in the values to which the EAs
converge do not imply that one EA outperforms the others. The maximum hypervolume that
can be achieved in each solution is different.
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Figure 11.4: Convergence hypervolume in target space of the 6EAs.

In Figure 11.5, the IGDplus for each EA in the target space is shown. EA3 and EA5, the
algorithms optimized on mean depth, achieve a 0 IDG+ distance, indicating the best results
compared to the combined Pareto front. These algorithms also find the best solutions rapidly,
with EA3 converging after 50 generations and EA5 after 300 generations. Furthermore, EA1
and EA2, which are optimized for two objectives, perform the worst compared to the super
front. Other EAs find better results within their respective target spaces, outperforming EA1
and EA2 in their target spaces.

Figure 11.5: Convergence IGDplus in target space of the 6EAs.

11.3.2 Results Common Space

In Figure 11.6, the hypervolume for each EA in the common space is shown. EA1 and EA2
perform poorly in the common objectives space, as expected, since they only optimize two out
of the four objectives in this space. The rest of the EAs achieve a hypervolume around 0.5 after
700 generations. Remarkably, EA3, which is optimized for two objectives achieves a similar
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hypervolume to that of EA5 and EA6.

Figure 11.6: Convergence hypervolume in common space of the 6EAs.

In Figure 11.7, the IGDplus for each EA in the common space is shown. This graph tells a
similar story as the hypervolume Figure 11.6. The standard deviations for each EA are also
plotted. The path of EA1 appears random, indicating inconsistent performance and difficulty
in optimizing the common objectives.

Figure 11.7: Convergence IGDplus in common space of the 6EAs.

11.4 Coverage Combined Population

In this section, coverage is looked at. First, we look at the results of our seed analysis methods
to see how many runs are required to obtain all the optimal points and strategies, as explained
in Section 9.2.1. Then the results are given for the coverage between the combined and super
Pareto front as explained in Section 9.2.1.
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11.4.1 Target Space

In this subsection, the results of coverage on the target space are shown. Figure 11.8 illustrates
the convergence of the number of nondominated points within the target space.

Figure 11.8: Convergence of the number of points in target space (=objective space) of the 6EAs.

It can be observed that each EA converges to a certain number of nondominated solutions. A
combined seed set of 30 is sufficient for all algorithms to find all the nondominated solutions.
Figure 11.9 below illustrates the convergence of the number of strategies. EA1, EA2, EA3,
and EA5 do not converge. Only the EAs that have converged, EA4 and EA6, are shown in
Figure 11.9 for scaling reasons, as the non-converged EAs continue to increase in the number of
strategies. The results for the non-converged EAs can be found in the Appendix 14.2 .

Figure 11.9: Convergence of the number of strategies in target space (=objective space) of the
6EAs.

EA4 converges slowly to 6 strategies. Almost all the seed results have to be combined. EA6
converges much faster. This coverag analysise in the target space shows that EA6 is able to
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find 8 non-dominated containing 12 strategies. EA4 finds 4 non-dominated soluitions containing
6 strategies. The other EAs are keep finding more strategies as the number of seed sets are
combined. In Appendix 9.2.1 all the EAs are plotted.

11.4.2 Common Space

In this subsection the results of coverage on the common space is shown. Figure 11.10 illustrates
the convergence of the number of non-dominated points within the common space and Figure
11.11 represents the convergence of the number of strategies in the common space of the 6EAs.

Figure 11.10: Convergence of the number of points in common space of the 6EAs.

Figure 11.10 shows that EA6, EA5, EA4 and EA2 have converged to a certain number of
nondominated points. EA5 and EA6 have almost the exact same convergence rate. It seems
that EA3 is almost coverged. Adding more seed runs together will likely show EA3 converging.
In contrast, EA1 does not seem to increase, having an linear trend and high standard deviation.

Figure 11.11: Convergence of the number of strategies in common space of the 6EAs.
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Figure 11.11 shows that EA3 is able to find way more strategies, than the rest of the algorithm.
It seems that, just like the number of points, it is not fully converged yet. Additional seeds
might help in finding more solutions. To see the behaviour of the other EAs, the EA3 is left out
in Figure 11.12.

Figure 11.12: Convergence of the number of strategies in common space of the 5EAs leaving out
EA3.

There can be seen that EA6, EA5 and EA4, have fully converged, while EA2 and EA2 have not
yet. EA6 and EA5 are able to find the same nunber of points, but EA6 is able to find more
strategies.

11.4.3 Density Function

In this section, the results of the Combined Solution Set Coverage analysis(CSSC) (10.4.1) are
presented. Only the probability distributions of the EAs that have converged, as discussed in
11.4.2, are investigated. Figure 11.13 shows the results of running the CSSC analysis for the
number of strategies of EA6.
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Figure 11.13: Results of the CSSC analysis on the number of strategies of EA6

The distribution looks resembles a gamma distribution. To test this hypothesis, the Kolmogorov-
Smirnov (KS) test is used. The KS test compares the sample distribution to a theoretical
distribution, measuring the maximum distance between their cumulative distribution functions.
A small KS statistic and a high p-value indicate that the sample distribution is similar to the
gamma distribution [20]. This test has been used on each EA, and confirms that the data is
gamma distributed. In Figure 11.14, the fitted gamma distributions of EA4 EA5 and EA6 are
shown.

Figure 11.14: Gamma distribution fit of EA4, EA5, and EA6.

The CSSC analysis is also performed for the number of points. However, the results for EA4,
EA5, and EA6 do not follow a particular distribution. The results are plotted in Appendix
14.4. Table 11.1 provides the 95th and 99th quantiles for EA4, EA5, and EA6 based on a given
number of seed runs. These quantiles offer insight into how many seed runs need to be combined
to achieve 95% and 99% certainty in identifying all strategies and points. For strategies, the
quantiles are based on the gamma distributions, while for points, they are derived directly from
the data.
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Table 11.1: 95th and 99th Confidence Results from CSSC Analysis

Algorithms EA4 EA5 EA6

Strategies

Parameters (2.77, 7.37, 9.47) (2.71, 0.39, 8.97) (3.12, -0.35, 9.09)
95th Quantile 64 53 59
99th Quantile 83 72 78

Points

95th Quantile 63 23 27
99th Quantile 78 33 36

11.5 Coverage Super Pareto Front

This section evaluates the performance of the EAs against the super Pareto front. Table 11.2
presents the data points and their occurrence in the super Pareto front (SP) of each EA. Table
11.3 summarizes the coverage of strategies and points for each algorithm. The objectives in
the points columns are arranged as follows: max(N − 1), max(depth), number of switches, and
number of not reference topo.

Table 11.2: Coverage of each EA with the super Pareto front.

Index Points SP EA1 EA2 EA3 EA4 EA5 EA6

1 (92.20; 2; 3; 6) 2 1 2 2 2
2 (96.35; 2; 3; 3) 2 2 2
3 (96.84; 2; 3; 4) 3 1 3
4 (97.30; 1; 3; 4) 1 1 1 1 1 1
5 (105.35; 1; 4; 3) 1 1 1 1
6 (106.04; 1; 2; 2) 1 1 1 1 1 1
7 (107.23; 1; 2; 1) 1 1 1 1
8 (108.26; 0; 0; 0) 1 1 1 1 1 1 1

Table 11.3: Coverage fraction of strategies and points with super Pareto front.

EA1 EA2 EA3 EA4 EA5 EA6

Strategies 0.17 0.25 0.42 0.42 0.83 1
Points 0.25 0.375 0.625 0.5 1 1

• EA6 demonstrates the highest effectiveness, achieving 100% coverage of both strategies and
points in the super Pareto front. EA5 shows comparable performance to EA6, covering
83% of the strategies and 100% of the points.

• EA5 achieves twice the coverage of EA4, suggesting that optimizing for mean topological
depth is considerably more effective than focusing on max topological depth. This is
further concluded by EA3, which also outperforms EA4 in number of points found.
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• Certain points appear more frequently in the solution sets of the algorithms. For example,
point 8 is present in the solution sets of all EAs. Points 2 and 3 only appear in the solution
sets of EA5 and EA6, indicating that these solutions are harder to find.

11.6 Non-Uniqueness

In this section, the non-uniqueness results are shown in Table 11.4.

Table 11.4: Non-uniqueness of every EA in common objective space and target space.

Converged Points Strategies Non-unique CP Points CP Strategies CP Non-unique

EA1 no 3 24836 24833 6 6 0
EA2 no 3 117 114 5 8 3
EA3 no 8 86 78 8 42 34
EA4 yes 4 6 2 7 9 2
EA5 no* 14 265 251 8 10 2
EA6 yes 8 12 4 8 12 4

From Table 11.4 the following insights can be derived:

• EA1 has found a significantly higher number of strategies compared to the other EAs.
Optimizing only for maximum depth is too relaxed, leading to an excessive number of
strategies, many of which are sub-optimal.

• EA3 and EA5, which are optimized for mean depth, can identify more non-unique solutions
compared to the other algorithms in the target space. This is because mean depth can take
any positive real number, offering a continuous range of potential solutions. In contrast,
the objective of max depth is limited to discrete values up to three, resulting in fewer
possible values.

• EA3 has 42 strategies in the common space, however Table 11.2 shows that only 5 strategies
are part of the super front.

11.7 Topology Diversity

This section presents the results of the analysis of topological diversity. Topological diversity
is explained in more detail in Section 10.5. First, the results of topology dominance using
the Simpson Diversity Index are provided. Then, the five most commonly used topologies are
highlighted. Finally, the distribution of topologies and substations is shown.

11.7.1 Simpson Diversity Index

In Figure 11.15 the total difference of the Simpson Diversity Index between the different EAs
and the super solution is shown.
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Figure 11.15: Difference of Simpson Diversity index with super Pareto front and the 6EAs.

From Figure 11.15 the following insights can be derived:

• The difference between EA4, EA5 and EA6 is low, with EA6 the lowest. This means that
that the topology richness and evenness is almost the same as the super Pareto front.

• EA3 shows a high deviation from the super Pareto front, which is interesting since it
performs similarly to EA3 in terms of Hypervolume and coverage. This suggests that EA3
employs more topologies than the other EAs at certain timesteps in its strategies.

Figure 11.16 shows the SDI of each EA and the SDI of the super Pareto front. EA1 and EA2
are left out from the graphs because of readability reasons. In Appendix 14.1, the SDI of all
EAs are plotted.

Figure 11.16: Simpson diversity index of EA3, EA4, EA5, EA6, and the super Pareto front.
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From Figure 11.16 the following insights were derived:

• The SDI is high between time step 13 and 20, meaning that most of the switching takes
place between these intervals. The timeframe of congestion identified in Section 9.2.1 aslo
lies with in that timeframe.

• In contrast, the SDI values are low from time step 0 to 13 and from 20 to 27, indicating that
strategies in the combined population use the same topology during these time periods.

• The SDI for EA4, EA5, and EA6 is almost identical, indicating that performance differ-
ences are the result of differnt topology choices or their interconnections.

11.7.2 Frequency Distribution

Figure 11.17 shows the results of the 5 most frequently used topologies.

Figure 11.17: Natural logarithm (Ln) frequency of the top 5 topologies used for EA3, EA4, EA5,
and EA6.

From Figure 11.17 the following insights were derived:

• Topology 0 is the most frequently used in each EA, and topology 94405 is in second or
third place.

• There is overlap in the frequently used topologies This overlap suggests a convergence in
the search space of these EAs, where they tend to find and exploit similar topological
solutions despite the different objectives they have been optimized on.

• EA3 uses the most frequently used topologies more than the other Eas. Furthermore EA3
uses topology 2336 and the other do not.
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11.7.3 Topology Distribution

This subsection highlights only the final topological results of EA5 and EA6 in Figure 11.18 and
Figure 11.19, as EA5 and EA6 are the best-performing algorithms. The topological distributions
of the other EAs can be seen in the Appendix 14.4.

Figure 11.18: Topology distribution of EA5.

Figure 11.19: Topology distribution of EA6.

From Figure 11.18 and Figure 11.19 it is observed that the topologies used at each timestamp
are identical, as indicated by the SDI values which show the same distributions and evenness
across the timesteps 11.16. The frequency plot 11.17 further corroborates this, demonstrating
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that the same top 5 strategies are utilized. Therefore, the difference in strategies found can
only be attributed to the interconnections of these topologies This difference is highlighted by
the extra flows present in Figure 11.19 of EA6 that were not observed in EA5 11.18. One flow
transitions from topology 94689 (gray) to topology 0 (purple). The other flow transitions from
topology 94432 (dark purple) to topology 0 (purple). These additional flows account for the two
extra strategies that EA6 is able to identify, as mentioned in Section 11.5.

In Figure 11.20, the substation diversity is shown for both EA5 and EA6. Since EA5 and EA6
use the same topologies at each timestamp, the substation diversity is also identical.

Figure 11.20: Substation diversity of EA6

11.8 Computation Time

In this section, the computation times for each EA are given. Table 11.5 below summarizes the
computation times using the hyperparameters detailed in Section 9.4.

Table 11.5: Runtime statistics for each EA

EA Total in min Avg per seed in min Per generation in milliseconds

EA1 126 1.26 108
EA2 129 1.29 111
EA3 137 1.37 117
EA4 158 1.58 135
EA5 156 1.56 134
EA6 216 2.16 185

Table 11.5 shows that increasing the number of objectives also increases computation time as
expected. For EA6, almost 1 hour extra is needed. However, the computation time can be
reduced by decreasing the number of generations and the number of seed runs. In Section 11.3,
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the hypervolume results indicated that only 400 generations are needed for each EA to converge.
Furthermore, based on the results of our CSSC analysis in subsection 11.4.3, the number of seed
runs required to find all the points or strategies can also be reduced. Table 11.6 reflects the
total computation time for EA5 and EA6 for each confidence level. It can be seen that the
computation time for EA6 is longer than for EA5. It takes the EA6 1.5 times more time to find
all the points and strategies than EA5.

Table 11.6: Computation times of EA5 and EA6 for 400 generations given the number of combined
seeds from the CSSC analysis.

Algorithms EA5 EA6

Strategies

Computation time 95th CL 47.2 72.8
Computation time 99th CL 64.2 96.3

Points

Computation time 95th CL 20.5 33.3
Computation time 99th CL 29.4 44.4
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Chapter 12

Conclusion

In this research, we investigated how EA can be applied to a congestion management problem
as defined in Section 6.4.2. The following research question was investigated:

”How can a multi-objective evolutionary algorithm be applied to effectively optimize
the congestion management problem?”

This question involves two sub questions:

1. How to apply an EA to a congestion management problem?

2. What EA method is most effective?

How to apply an EA to a congestion management problem?
We examined the essential components of an EA and adapted each for the specific requirements
of the congestion management problem. Here, we discuss each component:

• Chromosome formulation: The length length equal to the number of timesteps where
each gene is represented by a topology ID. This direct formulation allowed for an efficient
mapping between solutions and their representations.

• Initial population: A new initialization method is developed to ensure diversity, as
random initialization did not provide sufficient variety. This method ensures a broader
exploration of the solution space from the outset.

• Fitness function: The fitness function is designed using the objectives defined in Section
6.4.2. An matrix multiplication method is proposed to efficiently calculate the fitness
values for each member of the population.

• Selection method: NSGA-II and NSGA-III are chosen for optimizing problems with two
and multiple objectives, respectively. These algorithms are selected for their effective use
of the Pareto dominance principle and their proven success in similar applications within
the electrical power field [24].

• Operators: K-point crossover and reset mutation are used as operators. These methods
ensure that offspring remained valid solutions, respecting the uneven topology distribution
of the dataset.
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• Stopping criteria: The algorithms is run for 700 generations to allow for sufficient
evolution and convergence of solutions. This can be reduced to 400 as all algorithms will
have converged.

In addition to tailoring the components of an EA to the congestion management problem, we
also investigated the number of runs required to capture all points and strategies effectively. The
results included the 95th and 99th confidence intervals, providing insight into the robustness and
reliability of the solutions.

What EA method is most effective?
To determine the most effective EA method, six different algorithms were run on various objec-
tives. Subsection 9.1.1 provides the motivation for the selected algorithms. The performance of
each algorithm was evaluated based on the following criteria:

• Hypervolume and IGDplus

• Coverage

• non-uniqueness

• Topology analysis

From the results in Chapter 11, it can be concluded that EA5 and EA6 are the algorithms that
perform the best. The main difference between them lies in their performance and computation
time. EA6 shows better performance, being able to find more strategies than EA5 in the super
Pareto front (Section 11.5). However, EA5 has a faster computation time, 1.5 times faster than
EA6 (Section 11.6). The determination of which algorithm is better depends on the priorities
of the application. For this specific application, which involves creating strategies for the next
day the night before, there is enough time to run the algorithm, which makes a computation
time of 72 to 96 minutes acceptable. Therefore, it can be concluded that performance is more
favorable than computation time, making EA6 the best algorithm.
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Chapter 13

Discussion and Recommendations

13.1 Discussion

This research has provided insight into the application of EAs to optimize congestion manage-
ment in power grids. However, several limitations and areas for further investigation should be
considered.

One significant limitation is that the testing was conducted on a dataset for a single day. Al-
though this provides initial insight, it may not capture the variability and different congestion
characteristics that can occur on different days. Future research should extend the analysis to
datasets from various days to ensure the robustness and generalizability of the findings. More-
over, the DC approximation (Section 6.2), which is used to determine load flows, is known to
deviate from actual load flows [21]. This variability was not considered when evaluating solu-
tions, which can affect the robustness of the results. Taking into account this variability in the
optimization process could improve the reliability and robustness of the proposed strategies.

On top of that, load flow calculations are dependent on weather forecast data. In a compara-
tive study, Rahman et al. (2024) evaluated six different machine learning models for predicting
weather. The results showed that these models achieved 90% accuracy in predicting precip-
itation and temperature [31]. While this is a good performance for weather forecast models,
the remaining 10% uncertainty can still significantly affect load flow results. Just as in the DC
approximation, this uncertainty was not taken into account. Including this uncertainty can also
improve the reliability of the proposed strategies.

Furthermore, the current objectives for evaluating grid management strategies may not fully
capture all necessary aspects of grid system performance. This limitation indicates that the
strategies suggested by our model might not be entirely reliable. Certain strategies might in-
clude topology sequences that increase the probaility for failure. An example of an objective that
is not currently included in our model is the Loss of Load Probability (LOLP). LOLP measures
the likelihood that the power system will not meet demand, which is a critical aspect of the
reliability of the grid. As can be read in our Literature Review Section 5, Zhang et al. (2014)
proposed a model that optimizes grid performance by incorporating LOLP, which demonstrated
the importance of including such an grid reliability metric [41]. Integrating LOLP into our model
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would lead to a more comprehensive assessment of grid stability and result in other strategies
being proposed. The exclusion of LOLP and other metrics implies that our current model might
overlook potential risks associated with certain topological configurations. This oversight can
lead to strategies that seem optimal under the existing evaluation criteria, but pose a higher risk
of grid failure. Therefore, improving our model to include LOLP and other reliability metrics is
important to develop more robust and reliable grid management strategies.

In addition, the true Pareto front of the multi-objective optimization problem remains unknown.
This study used NSGA-II and NSGA-III to approximate the Pareto front; however, the real
optimal trade-offs between objectives may be different. Further research could involve bench-
marking the results against other optimization techniques to further evaluate the effectiveness
of the model.

Finally, in our analysis of the super Pareto front, we identified 8 objective points that consist
of 12 different strategies (Table 11.2). From the frequency distribution plot, it was observed
that the topologies most frequently used are consistent in each EA (see Figure 11.17). If one of
these topologies becomes unavailable, the operator cannot use most of the proposed strategies.
Future research should ensure diversity not only in the objective space, but also in the feature
space. Several studies have addressed this issue. For example, Wineberg and Oppacher (2003)
proposed a genotype diversity metric based on allele frequencies, this metric ensured the diversity
different allel values [40]. Implementing such a metric could help prevent over-reliance on specific
topologies and ensure that a variety of strategies remain viable even if some topologies become
unusable.
.

13.2 Recommendations

13.2.1 TenneT

1. Compare results with current tool:
It is recommended to compare the results obtained from the EA-based optimization with
TenneT’s current tool that uses brute force optimization. This comparison will help in eval-
uating the performance improvements, efficiency, and accuracy of the proposed method.
Analyzing the differences in results can provide insights into the strengths and weaknesses
of both approaches.

2. Integrate into TenneT’s GridOptions Tool:
To leverage the benefits of the EA-based optimization, it should be integrated into Ten-
neT’s GridOptions tool. This integration will enable the system operators to utilize the
optimized strategies in real-time operations, thereby improving the decision-making pro-
cess for congestion management. The enhanced tool will provide a more comprehensive
and efficient solution for managing the electricity grid’s dynamic topology.

3. Use proposed evaluation measures:
The evaluation measures proposed in this research should be adopted to assess solutions
from third-party companies. These measures include hypervolume, Inverted Generational
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Distance Plus (IGDplus), coverage, and topological diversity. By applying these standard-
ized metrics, TenneT can objectively evaluate and compare the effectiveness of various
solutions offered by external vendors, ensuring that only the most robust and efficient
strategies are implemented.

13.2.2 Future Research

Enhance model mobustness by incorporating uncertainty in load flow calculations:
To enhance the reliability and robustness of the proposed congestion management strategies, it
is recommended to incorporate uncertainties associated with both the DC approximation and
weather forecasts into the optimization process. This can be achieved by integrating variability
data and modeling the problem as a stochastic optimization problem rather than a deterministic
one.

• Implementing robust optimization techniques that account for potential discrepancies in
load flow calculations due to DC approximation errors and weather forecast uncertainties.

• Enhancing data accuracy through advanced forecasting techniques and real-time data col-
lection to reduce uncertainties.

• Performing sensitivity analyses to understand the impact of these uncertainties on load
flow results and strategy effectiveness.

• Collaborating with meteorological experts to refine weather data inputs, ensuring that the
model aligns closely with real-world conditions.

By addressing these factors, the congestion management strategies can be better equipped to
handle real-world variabilities, ultimately improving grid stability and operational efficiency.
By addressing these factors, the congestion management strategies can be better equipped to
handle real-world variabilities, ultimately improving grid stability and operational efficiency.
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Chapter 14

Appendix

14.1 SDI Figures

81



14.2 Coverage strategies

Figure 14.1: Topological diversity of EA1 in common space.

Figure 14.2: Topological diversity of EA1 in common space.
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14.3 CSSC Point Figure

Figure 14.3: CSSC of points EA4.
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Figure 14.4: CSSC of points EA5.
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Figure 14.5: CSSC of points EA6.
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14.4 Topology and substation diversity

Figure 14.6: Topological diversity of EA1 in common space.

Figure 14.7: Substation diversity of EA1 in common space.
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Figure 14.8: Topological diversity of EA2 in common space.

Figure 14.9: Substation diversity of EA2 in common space.
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Figure 14.10: Topological diversity of EA3 in common space.

Figure 14.11: Substation diversity of EA3 in common space.
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Figure 14.12: Topological diversity of EA4 in common space.

Figure 14.13: Substation diversity of EA4 in common space.
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