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Abstract

Deep neural networks have shown that they can achieve human-level performance in many speech
recognition and sound classification tasks. Achieving this performance, however, requires a large
amount of labeled data. Obtaining a large labeled dataset is time-consuming and costly, especially
when labeling must be done by an expert. This work is aimed at exploring semi-supervised learn-
ing techniques for raw audio waveforms. Previous works on semi-supervised learning for audio rely
on features derived from audio spectograms to obtain good performance. However, finding the
right representation can be challenging and time-consuming, and the often heuristically designed
features might not be optimal for the predictive task. Deep neural networks have demonstrated
that they can learn similar feature representations from raw waveforms. In this work, we pro-
pose to adopt SelfMatch, a semi-supervised algorithm that combines the power of contrastive
self-supervised learning and augmentation consistency regularization, in combination with Con-
tinuous Kernel Convolutional Networks (CKCNNs). CKCNNs solve important limitations present
in conventional architectures for sequential data by formulating convolutional kernels in CNNs as
continuous functions. We expand on SelfMatch by introducing various data augmentations suit-
able for raw audio waveforms. There currently is no implementation for SelfMatch for audio data,
so we implement Temporal Convolutional Networks (TCNs) as a baseline. In experiments with
varying percentages of labeled data, we show that training networks using SelfMatch significantly
improves performance over supervised training with the same amount of labels. However, this
improved performance is significantly lower than fully supervised performance. We hypothesise
that the biggest factor in this performance gap is the combination and ordering of augmentations.
Other studies on contrastive learning show that the combination and ordering of augmentations
have a massive impact on the quality of learned representations and classification performance.
Another plausible explanation is catastrophic forgetting, a phenomenon where a network forgets
parameters from the old task in learning a new task. Contrastive learning benefits from larger
batch sizes, but due to the large computational cost of modelling raw audio waveforms, we are
limited to small batch sizes, which we believe has a negative effect on performance.
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Chapter 1

Introduction

In recent years, speech recognition has started to change our lives by becoming an important tool
for communications and interaction with electronic devices. Products such as Google Allo, Apple
Siri, and Amazon Alexa have become an integral part of interactions with mobile devices. Al-
though humans are proficient at perceiving and understanding sounds, making algorithms perform
the same task poses a challenge due to the wide range of variations in auditory features (Al-Tahan
and Mohsenzadeh, 2021).

Deep neural networks have shown that they can achieve human-level performance in many
speech recognition and sound classification tasks (Li et al., 2018; Oord et al., 2016). Many of
these approaches are based on recurrent neural networks (RNNs) and convolutional neural net-
works (CNNs). RNNs have long been exclusively used for tasks handling sequential data due to
their theoretical ability to keep track of arbitrary long-term dependencies of the input sequence.
Their effective memory horizon however, or the number of steps the network can retain inform-
ation from, has proven to be surprisingly small in practice (Bengio et al., 1994). Vanishing and
exploding gradients hinder the network from learning long-term dependencies, and thereby induce
a small effective memory horizon (Hochreiter, 1991). RNNs use Back-Propagation Through Time
(BPTT) (Williams and Zipser, 1995), which means that they can’t be trained in parallel. Re-
cent works show that CNNs are an excellent alternative for RNNs for sequential data (Bai et al.,
2018a; Oord et al., 2016; Romero et al., 2020). CNNs do not suffer from vanishing and exploding
gradients and the training instability seen in RNNs. However, CNNs cannot handle sequences of
unknown size and their memory horizon must be fixed a priori. CNNs perform well on sequential
data as long as relevant input dependencies fall within their memory horizon, and since the extent
of the memory horizon is directly attached to a proportional growth of the model size, CNNs are
not parameter efficient for high dimensional data (Conneau et al., 2016).

Romero et al. (2021b) propose to replace the conventional discrete convolutional kernel for-
mulation by a continuous one, parametrized by a small neural network. This formulation, called
the Continuous Kernel Convolution (CKConv), solves previously mentioned limitations in con-
ventional neural architectures. The continuous kernel takes as input the relative positions and
outputs the value of the convolutional kernel at those positions. This way, an arbitrarily large
convolutional kernel can be constructed if an equally large sequence of relative positions is given.
A global memory horizon can thus be constructed within a single operation without modifying the
architecture of the network or adding more parameters. CKConvs do not use Back-Propagation
Through Time and can thus be trained and deployed in parallel. Since continuous kernels can be
evaluated at arbitrary positions, CKConvs can handle irregularly-sampled and partially observed
data. Thanks to these attributes, CKConvs obtain state-of-the-art results on discrete and con-
tinuous datasets and multiple stress-tests.



CHAPTER 1. INTRODUCTION

Deep networks most often achieve their strong performance through supervised learning, which
requires a large labeled dataset. Labeling a large number of examples requires considerable time
and cost, especially when labeling must be done by an expert. This is probably most noticeable
in medical applications, where expensive experts like doctors are needed in the labeling process.
Semi-supervised learning (SSL) is an attractive approach for training models without requiring
large amounts of labeled data. SSL leverages large amounts of unlabeled data in combination with
smaller amounts of labeled data. Research in this area has grown massively over recent years, fol-
lowing the trend observed in machine and deep learning in general (Van Engelen and Hoos, 2020).
Recent advances in SSL are able to close the gap between supervised and semi-supervised learning
by only using a few labels (Kim et al., 2021).

The objective of this work is to investigate semi-supervised learning for raw audio waveforms.
Previous works on semi-supervised learning for audio rely on features derived from the audio
spectogram, such as mel-frequency cepstrum coefficients (MFCC), to obtain good classification
performance (Al-Tahan and Mohsenzadeh, 2021; Wang and Oord, 2021). However, it can be chal-
lenging and time-intensive to find the right representation in the feature-engineering process, and
the often heuristically designed features might not be optimal for the predictive task (Dai et al.,
2017). Neural networks can directly take raw waveforms as input and learn similar feature rep-
resentations (Hoshen et al., 2015). Recent end-to-end learning works on time-series classification
show similar performance to spectogram-based approaches (Li et al., 2018; Romero et al., 2020;
Tokozume and Harada, 2017).

We propose to use SelfMatch (Kim et al., 2021), a promising semi-supervised learning algorithm
that combines the power of contrastive self-supervised learning and consistency regularization, in
combination with Continuous Kernel Convolutional Networks (CKCNNs). There currently is no
semi-supervised implementation for raw audio waveforms, so we implement Temporal Convolu-
tional Networks (TCNs) to obtain a baseline result. In comprehensive experiments, we evaluate
the performance of the networks on varying percentages of labeled data in terms of classification
accuracy.

The rest of this thesis is organized as follows: section 2 gives a detailed description of related
work. Subsequently, section 3 entails the methods used in this work. Section 4 discusses the
experimental setup and results, followed by a discussion on the results in section 5. To finalize,
section 6 summarises the conclusions and future work directions.



Chapter 2

Related Work

This chapter provides a thorough review of related work on semi-supervised learning and CK-
Convs. We first discuss related work on semi-supervised learning. In particular, this subsection
discusses two groups of methods in semi-supervised learning, self-supervised representation learn-
ing and semi-supervised classification. This subsection is followed by related work on CKConvs.

2.1 Semi-supervised learning

2.1.1 Self-supervised learning

Self-supervised learning is a learning framework that aims to learn representations via pretext
tasks that are useful for solving real-world downstream tasks. Pretext tasks are pre-defined tasks
for networks to solve, in order to learn useful feature representations for a subsequent downstream
task. Self-supervised learning is a class of methods to unsupervised representation learning. This
field has a long history and started with classical methods with well established algorithms, such
as Principal Component Analysis (Jolliffe, 2011) and Independent Component Analysis (Aapo
et al., 2001). Unsupervised representation learning has shown to be highly successful in Natural
Language Processing (NLP), as shown by ELMo (Peters et al., 2018), GPT (Radford et al., 2018,
2019), and BERT (Devlin et al., 2018). Promising results in computer vision have only been
shown recently (Chen et al., 2020; He et al., 2020; Henaff, 2020). These models learn powerful
and universal representations by using self-supervised learning at the pre-training stage to encode
contextual information. The representations have proven to be beneficial to performance, espe-
cially when the data of the downstream task is limited (Chi et al., 2021).

Not surprisingly, self-supervised learning as pre-training is extensively used in semi-supervised
settings. Recent advances in self-supervised learning began with artificially designed pretext tasks
such as solving jigsaw puzzles (Noroozi and Favaro, 2016), image colorization (Zhang et al., 2016),
rotation prediction (Chen et al., 2019), relative patch prediction (Doersch et al., 2015), or by com-
bining two or more tasks (Noroozi et al., 2018). These approaches learn representations by using
objective functions similar to those used in supervised training, but train networks to perform
pretext tasks where both the input and labels are derived from an unlabelled dataset. However,
there is a significant drawback to these approaches. They rely on heuristics to design these artifi-
cial pretext tasks, which could limit the generality of the learned representations.

Contrastive learning. A sub-area within self-supervised learning that has gained much pop-
ularity recently is contrastive learning. Contrastive learning was first introduced by Hadsell et al.
(2006) as a way of mapping a set of high dimensional input points into a low dimensional manifold
where similar points in the input space are mapped to nearby points on the manifold. Contrast-
ive learning learns representations by contrasting positive against negative pairs. Their approach
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solves two drawbacks found in existing techniques. Most of the existing techniques depend on a
meaningful and computable distance metric in the input space. Secondly, they do not compute
a function that can accurately map new input samples whose relationship to the training data is
unknown. Another benefit of this method is that it learns mappings that are invariant to trans-
formations of the inputs. In a similar manner, Dosovitskiy et al. (2015) propose to treat each
instance as a class represented by a feature vector and train the network to discriminate between
a set of surrogate classes. This generic feature representation allows for good classification results
for unsupervised learning on several popular datasets, but is computationally very expensive on
large-scale datasets. Wu et al. (2018) use the observation that the top-5 classification error on
ImageNet is significantly lower than the top-1 error, and that the second highest responding class
in the softmax output of an image is likely to be visibly correlated. This shows that apparent
similarity is learned from the visual data itself, and not from semantic annotations. They propose
to use a non-parametric softmax function and memory bank to store the instance class repres-
entations, instead of the parametric softmax used by Dosovitskiy et al. (2015). This leads to a
significant improvement in accuracy and computational efficiency. Zhuang et al. (2019) build upon
this approach and extend it by adding a local non-parametric aggregation in the latent feature
space, causing inputs that are naturally dissimilar to each other to move apart in the embedding
space. Their approach surpasses the milestone AlexNet CNN on ImageNet trained on the super-
vised task. Ye et al. (2019) and Ji et al. (2019) explore the use of in-batch sampling of negative
samples instead of a memory bank, yielding even better classification results and efficiency.

Contrastive learning for audio. Contrastive Predictive Coding (CPC) (Oord et al., 2018)
uses a contrastive objective in self-supervised learning to learn representations specifically for
speech processing tasks. CPC learns these representations by predicting a future frame in latent
space by using powerful autoregressive models. Chung et al. (2019) build upon this approach and
introduce Autoregressive Predictive Coding (APC), using an autoregressive model from ELMo
(Peters et al., 2018) to learn even stronger speech representations. Jiang et al. (2019) introduce
an unsupervised pre-training method called Masked Predictive Coding (MPC) for Transformer
based models for speech recognition. Liu et al. (2020) present Mockingjay, a method where
bidirectional Transformer encoders are pre-trained. Unlike CPC, APC, and MPC, Mockingjay
learns speech representations by predicting the current frame through jointly conditioning on
both past and future contexts. Speech representations learned by these methods significantly
improve performance on both phone classification and speaker verification.

2.1.2 Semi-supervised classification

The goal of a semi-supervised learning algorithm is to utilize unlabelled data in a way that im-
proves performance on labeled data. Over the last two decades, semi-supervised learning has grown
into a mature branch of machine learning with a great diversity of approaches (Van Engelen and
Hoos, 2020). These approaches differ in the assumptions they are based on, on how they utilize
the unlabeled data, and in the way they relate to supervised algorithms (Van Engelen and Hoos,
2020). At the highest level, semi-supervised methods can be distinguished between two groups,
inductive and transductive methods (Van Engelen and Hoos, 2020; Zhu, 2005). Inductive methods
refer to the use of both labeled and unlabeled data for training, whereas transductive methods only
work on the labeled and unlabeled training data, and cannot handle unseen data. Transductive
methods are in almost all cases graph-based. In this section we only focus on inductive methods,
as these methods form the basis of the method used in this work.

Self-training. Self-training is among the oldest and widely known algorithms for semi-
supervised learning (Dattatreya and Kanal, 1986). Self-training uses a model’s predictions to
obtain artificial labels for unlabeled data. The generality of this approach has led it to be applied
in many domains including object detection (Rosenberg et al., 2005), NLP (McClosky et al., 2006),
and image classification (Lee, 2013). Pseudo-labeling is a specific variant of self-training where
model predictions are converted to hard labels (Lee, 2013). A potential risk of this approach is
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that classification errors can reinforce itself (Zhu, 2005). Therefore, pseudo-labeling techniques
often use confidence-based thresholding to make sure that unlabeled samples are only used when
the classifier is sufficiently confident. Oliver et al. (2018) suggest that pseudo-labeling is not com-
petitive against other SSL algorithms on its own, but recent advances in SSL use pseudo-labeling
as part of their pipeline to produce better results (Arazo et al., 2020; Ishii, 2021).

Co-training is an extension of self-training where two or more supervised classifiers are iterat-
ively trained on the labeled data, adding their most confident predictions to the labeled dataset
of other classifiers in each iteration (Van Engelen and Hoos, 2020). Blum and Mitchell (2000)
propose to construct two classifiers that are trained on two subsets of features of the given data.
Their algorithm relies on two assumptions to work: each subset of features should be sufficient to
obtain good predictions on the given dataset and the subsets of features should be conditionally
independent given the class label. In practice, the second assumption is generally not satisfied.
Even if a natural split of features exists, it is unlikely that information contained in one view
provides no information on the other view when conditioned on the class label (Du et al., 2011).
Balcan et al. (2004) relax the conditional Independence assumption, showing that a weaker as-
sumption, the expansion assumption, is sufficient. The expansion assumption states that the two
views are not highly correlated, and that individual classifiers never confidently make incorrect
predictions. Du et al. (2011) propose several methods for automatically splitting the feature set
in two views, indicating that feature splits optimizing sufficiency and independence lead to good
classifiers.

Augmentation consistency regularization. Data augmentation is a common regulariza-
tion technique in supervised learning, applying transformations on the input while leaving class
semantics unaffected. This artificially expands the size of a training set by generating a, theoretic-
ally, near-infinite stream of new, modified data. Data augmentation as regularization is especially
common in image classification, where elastically deforming or adding noise to an input image
drastically changes the pixel content of an image without altering its label (Ciresan et al., 2010;
Simard et al., 2003). Consistency regularization (Bachman et al., 2014) is a data augmentation
method for SSL. It leverages the idea that a classifier should output the same class distribution
for an unlabeled sample even after it has been augmented. Rasmus et al. (2015) introduce the
I'-model, based on the ladder network, which is a model that is trained to simultaneously minimize
the sum of supervised and unsupervised loss functions by Back-Propagation. The resulting model
reached state-of-the-art in semi-supervised classification of MNIST and CIFAR-10. Laine and Aila
(2016) propose to simplify the I-model, which they call the II-model. The II-model removes the
parametric nonlinearity and denoising, and compares the outputs of the network instead of the
pre-activation data in the final layer. Their approach results in a significant improvement in clas-
sification accuracy, but increases the variance of generated targets. Tarvainen and Valpola (2017)
propose a "mean-teacher” approach to improve the target quality, outperforming the II-model on
multiple datasets. Miyato et al. (2018) solve the same problem in a method called Virtual Ad-
versarial Training (VAT). VAT uses virtual adversarial loss as a regularization technique, a new
measure of local smoothness of the conditional label distribution given the input.

MixMatch (Berthelot et al., 2019b) unifies several of the previously mentioned SSL techniques
and introduce a unified loss term. This unified loss combines a supervised loss of labeled samples
and unsupervised loss of guessed labels of augmented unlabeled samples. Their approach reduces
entropy while maintaining consistency and remaining compatible with recent regularization tech-
niques. ReMixMatch (Berthelot et al., 2019a) improves MixMatch by introducing two new tech-
niques: distribution alignment and augmentation anchoring. Distribution alignment encourages
the marginal distribution of unlabeled samples to be similar to the marginal distribution of ground
truth samples. Augmentation anchoring forces consistency by using a weakly-augmented sample
to generate an artificial label and enforcing this against a strongly-augmented view of the input
sample. FixMatch (Sohn et al., 2020) can be seen as a substantial simplification of ReMixMatch.
FixMatch produces artificial labels using only pseudo-labeling and consistency regularization. An
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artificial label is produced based on a weakly-augmented unlabeled sample, which is then used
as a target when the model is fed a strongly-augmented view of the same sample. Despite its
simplicity, FixMatch outperforms ReMixMatch and obtains state-of-the-art performance on most
SSL benchmarks.

2.2 CKCNNs

Recurrent neural networks (RNNs) have long been considered as the status quo for tasks handling
sequential data. Due to recurrent units, connections between the output and input of neurons,
RNNs can theoretically keep track of arbitrary long-term dependencies of the input sequence.
RNNs are powerful dynamic systems, but training them has proven to be problematic (LeCun
et al., 2015). Vanishing and exploding gradients are a well known problem in RNNs (Hochreiter,
1991), and mainly due to this problem, their effective memory horizon is surprisingly small.

Gating mechanisms. Gating mechanisms are a popular method to preserve information
from the far past and enhance gradient flow. Hochreiter and Schmidhuber (1997) were the first to
introduce a gating mechanism with the Long Short-Term Memory (LSTM) unit. The central idea
behind the LSTM architecture is a memory cell which maintains the state over time, and input
and output gates which regulate the information flow into and out of the cell. The LSTM is able to
solve complex long time lags tasks that have never been solved by previous RNN algorithms. Gers
et al. (2000) identify a weakness of 1ISTMs when processing continual input streams and introduce
the forget gate. This forget gate enables a LSTM cell to learn to reset itself at appropriate times.
Peephole connections (Gers and Schmidhuber, 2000) were the next addition to LSTM units to
make learning precise timings possible. This is a connection from the cell to the gates, enabling
the cell to control the gates. Additionally, the output activation function was omitted, as there
was no evidence that it was essential for solving the tasks that LSTMs were tested on thus far.
The first formulation of LSTMs trained using a mixture of Real Time Recurrent Learning (RTRL)
and Back-Propagation Through Time (BPTT). Only the gradient of the cell was backpropagated
through time, whereas the gradient for the other recurrent connections were truncated. Graves
and Schmidhuber (2005) present a full BPTT training for LSTM networks. These modifications
form the basis of what we know as the LSTM unit now. The LSTM network has had many
successes since then, including being used as Google’s speech recognition model on Google Voice
(Beaufays, 2015).

Cho et al. (2014) propose a simplification of the LSTM unit, called the Gated Recurrent Unit
(GRU). They remove the peephole connection and output activation functions, and coupled the
input and forget gate into an update gate. The output gate in GRUs, called the reset gate, only
gate the recurrent connection to the block input. Chung et al. (2014) compare different types
of recurrent units in RNNs. Their experiments show that gated units work significantly better
than traditional recurrent units, but could not make a conclusion on which gating mechanism was
better. Dauphin et al. (2017) propose a gating mechanism for CNNs. Convolutional networks can
be stacked to represent large context sizes. They consider models using only output gates, which
allow the network to control what information should be propagated through the layers and find
that they outperform LSTMs while being more efficient.

CNNs for sequential data. Recent advances show that CNNs are excellent alternatives for
RNNs in handling sequential data (Cui et al., 2016). Oord et al. (2016) introduce a network of
stacked dilated convolutions for generating raw audio waveforms called WaveNet. By properly
defining dilation factors, one can obtain deep networks which look at all values in the memory
horizon. This type of network is also known as a Temporal Convolutional Network (TCN) (Lea
et al., 2016). Altough WaveNet is designed as a generative model, it can easily be adapted to
discriminative audio tasks such as speech recognition. They show that layers of dilated convolu-
tions allow the receptive field to grow longer in a much cheaper way than using LSTM units. Bai
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et al. (2018a) show in an empirical evaluation of convolutional and recurrent networks for sequence
modelling that TCNs substantially outperform advanced RNNs such as LSTMs and GRUs. They
also show that TCNs exhibit longer memory than recurrent architectures with the same capacity.
Bai et al. (2018b) present Trellis networks, a new architecture for sequence modelling. Trellis
networks are TCNs with a special structure, characterized by weight tying and direct injection of
the input into deep layers. Experiments show that Trellis networks outperform state-of-the-art
methods on a variety of datasets and stress tests designed to test long-term memory retention.
Transformer, or self-attention, models are also good alternatives for sequence modelling. Dai et al.
(2019) show that Transformers have a great potential to learn longer-term dependencies, up to
80% longer than RNNs.

The next chapter entails a detailed description of the semi-supervised algorithm SelfMatch
and CKCNNs. As briefly introduced in the previous chapter, we choose to use SelfMatch as semi-
supervised algorithm. SelfMatch achieves state-of-the-art results on multiple benchmark datasets
and is able to close the gap between fully supervised learning and semi-supervised learning with
only a few labels. More specifically, SelfMatch achieves similar results with only four labels per
class and fully supervised learning. In this work we specifically focus on using CKCNNs to model
raw audio waveforms in a semi-supervised setting. CKCNNs solve important limitations present
in conventional neural architectures and are able to handle long-term dependencies.






Chapter 3

Methodology

In this section we present our semi-supervised learning framework. The chapter is divided into
three sections. The first section gives a detailed description of SelfMatch. The following sections
cover Temporal Convolutional Networks and Continuous Kernel Convolutional Networks.

3.1 SelfMatch

SelfMatch (Kim et al., 2021) is a semi-supervised learning method that combines the power of con-
trastive self-supervised learning and augmentation consistency regularization. SelfMatch consists
of two stages: (1) self-supervised pre-training based on contrastive learning and (2) fine-tuning
based on augmentation consistency regularization. A schematic overview is shown in Figure 3.1.
SelfMatch outperforms recent semi-supervised methods such as ReMixMatch (Berthelot et al.,
2019a) and FixMatch (Sohn et al., 2020), and closes the gap between supervised learning and
semi-supervised learning by only using a few labels for each class.

3.1.1 Self-supervised pre-training

The contrastive learning based self-supervised pre-training in SelfMatch is based on the SimCLR
method designed by Chen et al. (2020). SimCLR is an improvement over recent contrastive
self-supervised learning algorithms (Bachman et al., 2019; He et al., 2020) that does not require
specialized architectures or a memory bank. SimCLR learns representations by maximizing agree-
ment between two differently augmented views of the same sample via contrastive loss in the
latent space. As shown in Figure 3.1, this framework consists of four components: stochastic data

Figure 3.1: SelfMatch overview (Kim et al., 2021).
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augmentation module T'(-), neural network base encoder f(-), projection head ¢(-), and contrast-
ive loss L.. Data augmentation module T(:) transforms a given input randomly resulting in two
correlated views of the same sample, denoted by &; and Z;. In this work three augmentations on
the raw audio signal are used. We randomly choose two augmentations and apply them based on
the random ordering.

Audio mixing Audio mixing adds noise by mixing two audio signals. Adding small additive
noise of any sort will not alter the original category of the audio signal. Given two audio signals
r1 and x2, the mixed-up version is

T =ax; + (1 — o)z (3.1)

where #; inherits the label from z; and « is sampled from the 3(5,2) distribution. According to
Wang and Oord (2021), this simulates various realistic noise conditions.

Shift time This augmentation shifts the raw audio signal by a certain percentage along the
x-axis. In this work, we shift the raw audio signal by 15%. The shift direction is randomly
sampled.

Random mask The random mask augmentation masks out roughly half of the coordinates in
the data. Masking is done using the Bernoulli distribution. Let v be a vector with the same
length of  where each element is sampled from the Bernoulli(1) distribution, or v; ~ Ber(3). The
masked audio signal is then given by

i=v"z (3.2)
The objective of contrastive learning is to learn features that can match two disjoint sets of the
coordinates of given data points. According to Wen and Li (2021), this augmentation helps to
maintain the correlations of desired signals between the disjoint coordinates and remove the un-
desired correlations.

Neural network base encoder f(-) extracts representation vectors from the augmented samples.
This self-supervised framework allows various choices of network architectures without any con-
straints (Kim et al., 2021). The main focus of this work is to investigate the performance of
CKCNNs on sequential data in a semi-supervised setting, thus CKCNNs are used as base en-
coders. As there currently is no baseline available for SelfMatch on sequential data, a baseline
is created using TCNs. Chen et al. (2020) found that unsupervised contrastive learning benefits
from bigger models. While similar findings hold for supervised learning (He et al., 2016; Szegedy
et al., 2015), Chen et al. (2020) show that the difference between supervised models and linear
classifiers trained on unsupervised models decreases as the model size increases.

Projection head g(-) maps the extracted representations from the base encoder to the latent
space where contrastive loss is applied, or z = g(h). Chen et al. (2020) found that it is beneficial
to define the contrastive loss on z;’s in the latent space rather than on h;’s in the representation
space. This is due to the loss of information induced by the contrastive loss function. The projec-
tion head is trained to be invariant to data transformation, and thus g(-) can remove information
that may be useful for the downstream task. By leveraging the nonlinear transformation g(-),
more information can be formed and maintained in representations h. A two layer MLP with
ReLU nonlinearities is used to obtain z; from representation h;.

The contastive loss function encourages two views of the same sample to be similar, and two
views from different samples to be dissimilar. SimCLR uses a normalized version of contrastive loss,
also known as NT-Xent (normalized temperature-scaled cross entropy loss). Chen et al. (2020)
find that NT-Xent, with proper temperature scaling, works much better than other commonly
used contrastive loss functions. The NT-Xent loss for a positive pair of examples (i, j) is defined
as
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exp(sim(z;, 2;)/7)
2N .
2 k=1 Lmznyexp(sim(zi, 21) /7)
where 1) € {0,1} is an indicator function evaluating to 1 if & # i, 7 denotes a temperature

parameter, and sim(-) the cosine similarity measure. The cosine similarity between u and v is
given by

L. = —log (3.3)

UTU

sim(u, v) Talllol (3.4)
A randomly sampled minibatch of N instances is fed through the data augmentation module,
resulting in 2N data points. Negative instances are not sampled explicitly, but given a positive
pair, the other 2(IN — 1) instances in the minibatch are treated as negatives. The final loss is
computed across all positive pairs, i.e. (¢,7) and (4,4) in a minibatch.

3.1.2 Semi-supervised fine-tuning

The semi-supervised fine-tuning based on augmentation consistency regularization in SelfMatch
is based on FixMatch designed by Sohn et al. (2020). FixMatch is a combination of two semi-
supervised approaches: consistency regularization (Bachman et al., 2014) and pseudo-labelling
(McLachlan, 1975). Consistency regularization uses unlabelled data by relying on the assumption
that the model should produce similar predictions when fed two augmented views of the same
sample, while pseudo-labelling utilizes the idea of using the model itself to produce labels for
the unlabelled data. FixMatch encourages a consistent prediction between weakly and strongly
augmented samples, denoted by Z;" and z;. More specifically, FixMatch uses the model output
of a weakly augmented sample ¢ = prodei (y|ZY) as pseudo-label for a strongly augmented input
z5.

The loss function in FixMatch consists of two cross-entropy loss terms: a supervised loss I
applied to the labelled samples and unsupervised loss [,,. The supervised loss is essentially just
the standard cross-entropy loss on the weakly augmented labelled samples:

B
1
s = 55 H (2] bt .
= 2 M) (35)

where B is the batch size and p; the one-hot encoded label for sample z;. FixMatch computes
artificial labels for all unlabelled samples which are then used in a standard cross-entropy loss. To
obtain these artificial labels, the model’s predicted class distribution given a weakly augmented
version of a unlabelled sample needs to be computed first, denoted by ¢* = pPmoder (y|Z¥). Then,
G¥ = arg max(q¥) is used as the pseudo-label. Unsupervised loss l,, is formulated as follows:

1 &
ly = M—B Z 1(max(q;”)>c)H((j;w, qf) (36)
=1

where 1(max(q@)>c) € {0,1} is an indicator function evaluating to 1 if the maximum class probab-
ility is higher than confidence threshold ¢, p is the ratio of labelled and unlabelled data samples
in a minibatch, and ¢} is the model output of strongly augmented sample 7. Combining these
loss terms, the final loss minimized by FixMatch is:

Lsemi = ls + Auly (3.7

where A\, is a fixed scalar hyperparameter denoting the relative weight of the unlabelled loss.
In modern SSL algorithms it is typical to increase A, during training (Berthelot et al., 2019a,b;
Tarvainen and Valpola, 2017), but Sohn et al. (2020) found that this is unnecessary for FixMatch.
This may be due to the fact that max(g;) is less than confidence threshold ¢ early in training and
as training progresses, the model’s predictions become more confident and max(g;) > ¢ occurs
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more frequently.

FixMatch uses two kinds of augmentations: weak and strong. The augmentations discussed
in 3.1.1 are considered as weak augmentations. Strong augmentations are created by sequentially
applying two weak augmentations to the same sample.

3.2 Temporal Convolutional Networks

Temporal Convolutional Networks (TCNs), or Dilated Causal Convolutional Networks, have shown
to be an excellent alternative to RNNs for tasks handling sequential data (Bai et al., 2018a; Oord
et al., 2016; Yan et al., 2020). TCNs avoid Back-Propagation Through Time, and thus do not
suffer from vanishing and exploding gradients, and the training instability seen in RNNs.

The main ingredient of TCNs are causal convolutions. Providing a causal formulation to
convolutions ensures that the model can’t violate the ordering in which the data is modelled.
The convolutional filter can thus only see past and present input values. A centered non-causal
convolution is effectively performed between the input signal described as a sequence of finite
length X = {z(7)}Y=, and a convolutional kernel K = {¢(7)}=, described in the same way:

N, N, /2
(z*9)(t) = D (et —7) (3.8)
c=17=—N,/2

where ¢ is the number of convolutional channels. However, this formulation is undesirable for
sequence modelling when input sequence X = {z(t) T—:1_ N, /2 18 considered, as the convolution is
dependent on future observations. The causal convolution for input sequence X is given by:

(513*1/} ZZ(EC wc t_T) (39)

c=171=0

Stacking multiple layers of causal convolutions, as shown in Figure 3.2, allows the network to
build a receptive field. Models with causal convolutions do not have recurrent connections and are
thus much faster to train than RNNs. One problem with causal convolutions however, is that they
require many layers, or large filters, to increase the receptive field, resulting in a lot of weights.
Dilated convolutions can be used to increase the receptive field without greatly increasing the
number of weights. A dilated convolution is a convolution where the filter is applied over an area
larger than its length by skipping input values by a certain step (Oord et al., 2016). The dilated

convolution is given by:
N, Ny

(@ %y )(t Z Z (7)Y (t — n7) (3.10)

c=17=0
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Figure 3.2: Visualisation of a stack of causal convolutional layers (Oord et al., 2016).
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There is, again, one issue with this formulation. It causes extreme sparsity, input values between
x(t) and z(t —n) cannot be seen by the convolutional operation. Stacking convolutions with
different dilation factors is a possible solution to this problem. This also enables the network to
build a very large receptive field with just a few layers. Figure 3.3 shows dilated causal convolutions
for dilation factors 1, 2, 4, and 8. In this work we follow Oord et al. (2016), and double the dilation
factor every layer. Exponentially increasing the dilation factor results in exponential receptive field
growth with depth. Stacking these blocks increases the model capacity and the receptive field size.

Figure 3.3: Visualization of a stack of dilated causal convolutional layers (Oord et al., 2016).

3.3 Continuous Kernel Convolutions

Continuous Kernel Convolutional networks (CKCNNs) solve important limitations in conventional
neural architectures for sequential data. Recurrent neural networks have long ruled tasks handling
sequential data, but due to vanishing and exploding gradients, their effective memory horizon, or
the number of steps the network can retain information from, has proven to be surprisingly small in
practice. Convolutional networks have proven to be a strong alternative for recurrent architectures
by circumventing Back-Propagation Through Time altogether. However, convolutional networks
cannot handle sequences of unknown size and their memory horizon must be fixed a priori. Romero
et al. (2021b) propose to replace the conventional discrete convolutional kernel by a continuous one,
parametrized by a small neural network, called the Continuous Kernel Convolution (CKConv).
This formulation leads to the following improvements over conventional neural architectures:

e CKConvs are able to consider arbitrarily large memory horizons within a single operation,
similar to RNNs.

e Contrary to RNNs, CKConvs do not rely on any form of recurrency, and thus CKCNNs do
not suffer from vanishing / exploding gradients and small effective memory horizons.

e Contrary to conventional CNNs, CKCNNs detach the memory horizon from the depth of
the network, dilation factor used, and parameter count of the architecture.

e CKCNNSs can be trained in parallel, as they do not make use of Back-Propagation Trough
Time.

e CKConvs can handle irregularly sampled data and data sampled at different sampling rates,
since continuous kernels can be evaluated at arbitrary positions.

Convolutional kernel 1 is formulated as a continuous function parametrized by small neural
network MLPY. MLPY takes as input a relative position (¢ — 7) and outputs the value of the
convolutional kernel for that position (¢ — 7). This formulation allows an arbitrarily large con-
volutional kernel K = {¢(t — T)}iV:KO to be constructed by providing an equally large sequence of
relative positions {¢t — 7}7]}[;{0 to MLPY. Figure 3.4 shows a visual representation of the CKConv.
For the case Ng = Nx, a convolutional kernel of equal size to the input sequence X can be
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Figure 3.4: Continuous Kernel Convolution (Romero et al., 2021b).

sampled. A global memory horizon can thus be constructed without modifying the structure of
the network or adding more parameters. The CKConv is given by:

N¢g t

(@) () =D > we(r)MLPY (t - 7) (3.11)

c=17=0

with ¢ the number of convolutional channels.

Let {A7; = (t — 7)}Y, be a sequence of relative positions. The convolutional kernel MLPY
can then be parametrized by a conventional L-layer neural network:

MO (AT) = o(WD AT + b)) (3.12)
h(l)(ATi) — U(W(l)h(l_l)(ATi) T b(l)) (3.13)
O(AT) = WERE-D (A7) 4 bE) (3.14)

with o a point-wise non-linearity. This approach can be seen as providing implicit neural repres-
entations to the unknown convolutional kernels v of a conventional convolutional architecture.

Recent work by Sitzmann et al. (2020) proposes to replace ReLU by Sine activation functions
to learn implicit neural representations. Romero et al. (2021b) found that this small modification
allows the convolutional kernels to approximate any provided function almost perfectly. The Sine
activation function is given by:

y = Sin(wo[Wz + b)) (3.15)

where wy works as a prior on the variability of the target function. Unlike ReLLU layers, Sine
layers periodically bend the space. Subsequently, the same y value is obtained for all bias values
b, = b; + n2w||W; .||, Vn € Z. One unique value of b exists for ReLU layers that bends the space
at the right position, while for Sine layers infinitely many values of b do so. This means that Sine
layers are much more robust to parameter selection and can be tuned to approximate functions at
arbitrary, and even at multiple positions in space. This attribute leads to faster convergence and
much more reliable approximations.

3.3.1 Gabor Layers

Gabor filters (Gabor, 1946) are widely used in image processing and computer vision tasks. A
Gabor filter can be seen as a sinusoidal plane wave with particular frequency and orientation,
modulated by a Gaussian wave. This allows the filter to extract spatial frequency structures
from the data that can be used for edge detection, texture analysis, and feature extraction. This
attribute has shown to be highly effective for texture representation and face detection tasks
(Huang et al., 2004) in images for example. Romero et al. (2021a) introduce a novel kernel
parametrization based on Gabor filters for which better approximation capabilities and faster
convergence properties are obtained.
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Recently, Fathony et al. (2021) proposed multiplicative Gabor Networks with isotropic Gaus-
sian envelopes and construct implicit neural representations as the linear combination of exponen-
tially many basis functions g:

h®) = g([z,y);0") g: B2 — RNwa (3.16)
h® — (W(l)h(lfl) + b(l)) -g([x,y};O(l)) WO g RNwaxNuia h() ¢ RpNnia (3.17)
¢(m,y) — W(L)h(L—l) + b(L) W(L) c R(Nout ><Nm)><Nhid7 b(L) c R(Nout XNin) (318)

where {B(Z), WO, b(l)} represent the learnable parameters of the bases and the affine transforma-
tions. Due to the form of their parametrization, Multiplicative Filter Networks (MNFs) (Fathony
et al., 2021) obtain approximations comparable to those of Sine nonlinearities, but at a faster
convergence rate. Their best performing network, the Multiplicative Gabor Network, is obtained
by using Gabor functions with an isotropic Gaussian envelope as basis:

O]
2 .
g([z.y);0") = exp (— 5l y] = u(”H%) Sin(W - [z,4] + b)), (3.19)
0(1):{7(1) c RNhid7“(l) c RNhid7Wg) c RNhidX2’ bg) c RNhid} (3.20)

However, using a basis with isotropic Gaussian envelopes, i.e., with equal « for both the
horizontal and vertical directions, is not desirable (Romero et al., 2021a). The necessity for a
particular frequency in a certain direction automatically induces that frequency on a circular
range. Consequently, other bases must counteract this frequency on undesirable parts of this
circular range. Romero et al. (2021a) alleviate this limitation by replacing the isotropic formulation
of Fathony et al. (2021) with anisotropic Gabor functions

g([z,y];0") = exp (— %K'ygé) (z— u§?))2+ (7%? (y — u@))zD Sin(Wg)[a:,y] + bg)) (3.21)

0(1):{7§£) c RNhidy,-Yg) c RNhidyll'gé) e RNhid7u$) c RNhid’Wg) € RNnia ><2,bg) c RNhid} (3.22)
Consequently, the resulting Anisotropic Multiplicative Gabor Network (MAGNET) obtains

better control upon frequency components introduced to the approximation. We will refer to this
network as the ”Gabor CKCNN” in the remainder of this work.
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Chapter 4

Experiments and results

In this chapter, we give a detailed description of the data used in this work, experiments that are
carried out, and the results of these experiments. We end the chapter with a brief discussion on
the results.

4.1 Data

4.1.1 SpeechCommands

SpeechCommands (Warden, 2018) is an audio dataset of spoken words designed to train and evalu-
ate keyword spotting systems. Many voice programs rely on keyword spotting to start interactions.
For example, saying "Hey Google” or ”Hi Siri” starts a query or command on one’s phone. The
dataset contains 105,809 one-second recordings of both background noise and 35 spoken words
sampled at 16kHz. In this work, the approach by Kidger et al. (2020) and Romero et al. (2021D)
is followed to obtain a balanced classification dataset by selecting a subset of ten spoken words.
This results in a dataset of 34,975 raw audio recordings. The SpeechCommands dataset is split
into a training dataset consisting of 70% of the data, and a validation and test set both consisting
of 15%. The data is then standardized to 0 mean and variance 1 using the statistics of the training
dataset.

4.1.2 UrbanSound8K

UrbanSound8K (Salamon et al., 2014) is an audio dataset of environmental sounds in urban areas
used for classification tasks. The dataset consists of 8,732 four-second (or less) stereo recordings
of ten environmental sounds sampled at 44.1kHz, totalling around 10 hours of data. The data
comes in ten predefined folds for cross-validation. In this work, we follow Lee et al. (2017) and
train the networks on the first nine folds and report results on the tenth training fold. Although
some information might be lost, we follow Dai et al. (2017) and down-sample the audio waveforms
to 8kHz for computational feasibility. Not all audio signals in UrbanSound8K are four seconds
long, so to ensure that every signal is the same length we pad signals that are shorter with zeros
and clip signals that are longer. The data is also standardized to 0 mean and variance 1.

4.2 Experimental setup

We perform two sets of experiments on each of the two datasets. For each dataset, training was
performed on varying percentages of labeled samples in the training dataset for two different ap-
proaches. We compare SelfMatch to fully supervised learning on the same labeled samples to
evaluate the performance benefit of SelfMatch. For both datasets, we compare results on 1% and
10% of all labeled samples. All results shown in section 4.3 are computed over one training run and
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Figure 4.1: Evaluation of different projection head architectures in SImCLR (Chen et al., 2020).

based on the test set. Every experiment uses the same seed to ensure that the same set of labeled
samples and augmentations are used. Pre-training is performed on the full dataset without labels,
while for the fine-tuning stage, the full dataset without labels are used as unlabeled samples and
a subset of this data is used as labeled samples. It is important to note that all labelled data is
part of unlabelled data without their labels.

The pre-training and fine-tuning stage of SelfMatch introduce some design choices and hyper-
parameters that need to be set before training can start. Chen et al. (2020) show the difference
in performance of different architectures of the projection head g(-). Figure 4.1 shows evaluation
results for three different architectures of the projection head: identity mapping, linear projection,
and default nonlinear projection with ReLU activation. A nonlinear projection is better than a
linear projection, and much better than no projection. Projection output dimensionality does not
significantly influence final performance. For the projection head, we use a two-layer MLP with
ReLU activations and a projection output dimensionality of 32 for parameter efficiency. Chen
et al. (2020) also find that contrastive learning benefits from larger batch sizes. Larger batch sizes
provide more negative samples, facilitating faster convergence. In this study, we are limited to
a batch size of 16, while SIimCLR uses a batch size of 4096 and SelfMatch 3584. This is mainly
due to the large computational cost associated with modelling raw audio waveforms. Sohn et al.
(2020) show the importance of the ratio of unlabeled data p for the final performance. Figure 4.2
shows a plot of the error rates with different ratios of unlabelled data. A significant decrease in
error rates is observed when using a large amounts of unlabelled data. We use a high y as starting
point in our experiments and carry out a similar ablation study for the effect of p.

We train all networks on each dataset using the Adam optimizer and plateau learning rate
scheduler with a patience of 15. For both sets of experiments, the hyperparameters of the networks
were tuned by minimising the classification error on the validation set. The hyperparameters of the
networks are not tuned throughout the experiments, such that every run with a different percentage
of labeled data uses the same network. Table 4.1, 4.2, and 4.3 show all hyperparameters used for
CKCNNs, Gabor CKCNNs, and TCNs respectively. Fully supervised training was performed
on 100 epochs, while networks trained using SelfMatch pre-trained on 50 epochs and fine-tuned
on 100 epochs. With this approach we follow Kim et al. (2021), and use the same number of
iterations for fine-tuning the classifier. In all our experiments we follow Kim et al. (2021), and use
Ay = 1in equation 3.7 and 7 = 0.1 in equation 3.3, as we found that these values work best after
hyperparameter tuning and state-of-the-art results are obtained with these parameter values. All
experiments were run on various GPU’s on the computational infrastructure DAS-5 (Bal et al.,
2016).

18



CHAPTER 4. EXPERIMENTS AND RESULTS

Table 4.1: Hyperparameters CKCNNs on both datasets.

0 ‘ Value
yperparameter
‘ SpeechCommands UrbanSound8K
Batch Size 16 8
Optimizer Adam Adam
Pre-train Learning Rate le-04 le-04
Fine-tune Learning Rate 3e-04 3e-04
# Blocks 2 2
Hidden Size 30 30
wo 39.45 39
Dropout 0 0
Weight Decay 0.0001 0.0001
Norm Type Layer Norm Layer Norm
Model size 100k 100k

Table 4.2: Hyperparameters Gabor CKCNNs on both datasets.

H ‘ Value
yperparameter
‘ SpeechCommands  UrbanSound8K
Batch Size 16 8
Optimizer Adam Adam
Pre-train Learning Rate le-03 le-03
Fine-tune Learning Rate 3e-04 3e-04
# Blocks 2 2
Hidden Size 30 30
Input Scale 256 256
Weight Scale 1 1
«a 6 6
B 1 1
Dropout 0 0
Weight Decay 0.0001 0.0001
Norm Type Batch Norm Batch Norm
Model size 109k 109k

Table 4.3: Hyperparameters TCNs on both datasets.

H ‘ Value
yperparameter
‘ SpeechCommands UrbanSound8K
Batch Size 16 8
Optimizer Adam Adam
Pre-train Learning Rate 3e-04 3e-04
Fine-tune Learning Rate le-04 le-04
# Blocks 11 14
Hidden Size 30 30
Dropout 0 0
Weight Decay 0 0
Model size 138k 176k
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Figure 4.2: Effect of u in FixMatch (Sohn et al., 2020). Note that we are only interested in the
solid line.

4.3 Results

Table 4.4 shows the obtained classification results for the fully supervised models. We have also
added M11-Nets (Dai et al., 2017) for a broader comparison. M11-Nets are very deep CNNs for
raw audio waveforms that achieve near state-of-the-art results. It is important to note that the
M11-Nets are non-causal CNNs, and thus not suitable for other time-series data. Nevertheless, it
sheds more light on the performance of both the TCNs and CKCNNs. The TCNs significantly
outperform both CKCNNs on both datasets, and just trail behind the M11-Nets. Interestingly,
CKCNNs with Gabor filters outperform conventional CKCNNs on the SpeechCommands dataset,
but not on the UrbanSound8K dataset. This may be due to the longer audio signals in Urban-
Sound8K. The CKCNNSs especially lack behind in performance on the UrbanSound8K dataset.
Besides having much more parameters than TCNs, M11-Nets uses multiple pooling layers, which
could be an explanation to why they perform slightly better than TCNs.

Ablation study. In figure 4.3 we plot the obtained accuracy against varying ratios of un-
labeled data in each minibatch for TCNs and CKCNNs on 10% of the labels of the SpeechCom-
mands dataset. Unlike Sohn et al. (2020) (figure 4.2), we observe a decrease in performance when
using more unlabeled data in a minibatch for TCNs, while CKCNNs do benefit from more un-
labeled data. Figure 4.4 shows the effect of threshold parameter ¢ in equation 3.6 on the final
classification result on 10% of the labels of the SpeechCommands dataset. Interestingly, TCNs be-
nefit from lower threshold values, and thus more but noisier data. Sohn et al. (2020) and Kim et al.
(2021) find the opposite, their models benefit from less but qualitatively better data. CKCNNs, on
the other hand, do not gain any significant performance when using different threshold values. The
threshold value of 0.9 works well for both models, though increasing it to 0.95 hurts performance
significantly. In table 4.5 we investigate the use of a cooldown scheme for the threshold parameter
in equation 3.6 on 10% of the labels of the SpeechCommands dataset. The cooldown scheme starts
at a threshold value of 0.9 and decreases to 0.1 within a certain number of epochs, referred to as
steps in the table. Using a threshold cooldown scheme does not improve classification performance

Table 4.4: Obtained classification accuracy results fully supervised models. Best results are marked
in bold letters.

Model Param. SpeechCommands UrbanSound8K
TCN 134k 94.77 68.82
CKCNN 100k 71.66 40.50
Gabor CKCNN 105k 80.96 36.08
M11-Net® (Dai et al., 2017)  1.78m 97.27 74.43
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Figure 4.3: Plot of ablation study for the ratio of unlabeled data on 10% of the labels of Speech-
Commands.

for both models. Unexpectedly, using a more moderate cooldown, by taking more steps, results
in a worse accuracy.

Semi-supervised results. Table 4.6 shows the classification results of all networks trained us-
ing SelfMatch and supervised learning on the same amount of labels for both datasets and varying
percentages of labeled data. M11-Nets significantly outperform all other models on both datasets,
supervised M11-Nets trained on only 1% and 10% of the labels outperform TCNs and CKCNNs
trained using SelfMatch on both datasets. Interestingly, M11-Nets trained using SelfMatch on
SpeechCommands perform worse than supervised training on the same amount of labels. On the
SpeechCommands dataset, using SelfMatch significantly improves classification results for TCNs
on both 1% and 10% of the labels compared to supervised learning on the same amount of labels.
This improved performance however, is nowhere near the performance of fully supervised learning
on all labels (table 4.4). A similar observation can be made for TCNs on the UrbanSound8K data-
set, the use of SelfMatch significantly improves performance when trained on 10% of the labels,
but lacks in performance compared to fully supervised training. Oddly, training TCNs on only
1% of the labels of UrbanSound8K using SelfMatch results in a lower accuracy then supervised
training on the same amount of labels. Both types of CKCNNs trained using SelfMatch show
hardly any improvement over supervised training with the same amount of labels on the Speech-

Figure 4.4: Plot of ablation study for the threshold parameter in the unsupervised loss term
(equation 3.6) of the semi-supervised loss function on 10% of the labels of SpeechCommands.
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Table 4.5: Ablation study on threshold cooldown for TCNs and CKCNNs on 10% of the Speech-
Commands dataset.

Model ‘ Steps ‘ Accuracy

10 73.85

TN 50 60.55
10 26.91

CKCONN 50 25.56

Commands dataset. On the UrbanSound8K dataset though, both CKCNN types trained on both
methods approach the fully supervised performance with only 10% of the labels, with the Gabor
CKCNN trained on SelfMatch coming especially close. Training M11-Nets using SelfMatch does
result in significantly better performance, but still lacks in comparison to fully supervised training.

To put these results into perspective, Al-Tahan and Mohsenzadeh (2021) obtain an accuracy
of 84% on the raw audio waveforms of SpeechCommands by combining contrastive self-supervised
pre-training and supervised fine-tuning simultaneously during training on all labels. The TCN
trained using SelfMatch on only 10% of the labels of SpeechCommands is able to obtain 77.58%,
which is very respectable considering that the authors also used a much bigger ResNet-18 (He
et al., 2016) architecture as encoder.

Discussion on the results. Catastrophic forgetting is a situation where in learning new
tasks, the model may not use the shared parameters from the old task and ”forget” them in the
process (Goodfellow et al., 2013; McCloskey and Cohen, 1989). This phenomenon is especially
problematic for self-supervised approaches, where self-supervised pre-training is often followed by
(semi-) supervised fine-tuning. Chen et al. (2020) show that contrastive learning benefits from
bigger models, which could partially be explained by this phenomenon. That is, bigger mod-
els have the capacity to maintain representations from both pre and post fine-tuning (Al-Tahan
and Mohsenzadeh, 2021). This may explain why M11-Nets show less performance degradation
than TCNs and CKCNNs in low label regiments. Both CKCNNs and TCNs may be suffering
from catastrophic forgetting, indication for this is that convergence in the fine-tuning phase is
slow compared to other contrastive learning approaches (Al-Tahan and Mohsenzadeh, 2021; Chen
et al., 2020; Kim et al., 2021; Wang and Oord, 2021). These approaches show convergence within
10 epochs, while TCNs and especially CKCNNs take much longer (30+ epochs). Both TCNs and
CKCNNSs can be seen as small models, both have around 100k parameters, and are thus more

Table 4.6: Obtained classification accuracy results SelfMatch and fully supervised on the same
amount of labels. Best results in each section are marked in bold letters. Note: the M11-Nets
indicated with * are non-causal.

‘ ‘ ‘ SpeechCommands UrbanSound8K
Method \ Model \ Param. \ 1% of labels \ 10% of labels \ 1% of labels \ 10% of labels
TCN 134k 12.34 61.25 22.58 28.55
Supervised CKCNN 100k 13.84 20.34 16.13 29.99
Gabor CKCNN 105k 12.39 25.58 17.20 28.91
M11-Net™ (Dai et al., 2017) 1.78m 78.76 92.56 27.72 51.61
TCN 138k 26.91 77.58 21.74 43.49
SelfMatch CKCNN 104k 14.12 23.48 24.61 31.54
Gabor CKCNN 109k 12.92 34.10 21.03 33.21
M11-Net* (Dai et al., 2017) 1.81m 72.19 91.92 42.77 62.84
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susceptible to catastrophic forgetting.

Al-Tahan and Mohsenzadeh (2021) show the impact of different augmentations and their se-
quential ordering on the quality of learned representations. Classification performance ranges from
50% to 89% depending on the combination and ordering of two augmentations on the raw audio
signal, showing the great impact it has on final performance. The augmentations used in this work
are based on augmentations from previous works on contrastive learning (Wang and Oord, 2021;
Wen and Li, 2021). We hypothesise that the combination and ordering of augmentations used
in this work are the biggest factor in the poor classification performance of SelfMatch. This is
probably most evident from the performance of M11-Nets on the SpeechCommands dataset, where
SelfMatch performs worse than supervised training on the same amount of labels. Unfortunately,
due to time constraints, an ablation study on augmentations was not carried out. In the same pa-
per, the authors find that when the amount of labeled data is decreased to only 1% in contrastive
learning settings for audio, the performance of learned representations degrades and classification
results suffer. They argue that this could be the result of overfitting more to the labeled data
resulting in less efficient representations. This phenomenon could be an explanation for the poor
performance of the TCNs and CKCNNs. Especially for CKCNNs, which have extremely large fil-
ters and are thus more sensitive to overfitting, this may effect performance on settings with larger
percentages of labeled data as well. As shown by Chen et al. (2020), batch size has a significant
impact on final classification performance of contrastive learning. In this work, we are limited
to using a batch size of 16 for SpeechCommands and 8 for UrbanSound8K, mainly due to the
large computational cost of modelling raw audio waveforms and lack of computational resources.
Compared to other works on contrastive learning for audio (Al-Tahan and Mohsenzadeh, 2021;
Wang and Oord, 2021), this batch size is smaller by a factor of 32 and undoubtedly has a negative
effect on performance.
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Chapter 5

Discussion

In this chapter we discuss the limitations of this research. More specifically, we utilize results of
similar works to highlight these limitations.

The effect of augmentations. In the previous chapter we hypothesise that the biggest factor
in the classification gap between SelfMatch and fully supervised learning are the augmentations.
In this section we look at the work of Al-Tahan and Mohsenzadeh (2021) to support this claim.
In their work, they show the impact that the combination and ordering of augmentations have on
classification performance in contrastive learning for audio. Figure 5.1 shows the test performance
of a ResNet-18 model on raw audio waveforms (1D) and MFCC features (2D) on the Speech-
Commands dataset for different augmentations. The diagonal line represents the performance of
single augmentation, while other entries represent the performance of paired augmentations. Each
row indicates the first augmentation and each column shows the second augmentation applied
sequentially. The last column and row in each matrix represents the averaged predictive perform-
ance of a specific augmentation. The last column depicts the average when the augmentation
was applied first, while the last row shows the average when the corresponding augmentation was
applied second. The bottom right element represents the average of the whole matrix. Classi-
fication performance varies significantly for different combinations and even ordering of the same
augmentations. Due to time constraints, it was not possible to perform a similar ablation study
on augmentations. We believe that a different combination and ordering of augmentations could
lead to a large improvement in classification performance of all networks on both datasets.

The effect of batch size. Due to the large computational cost of modelling raw audio wave-
forms, we are limited to using a batch size of 16 on SpeechCommands and 8 on UrbanSound8K.
This is smaller by a factor of 32 compared to other contrastive learning approaches for audio (Al-
Tahan and Mohsenzadeh, 2021; Wang and Oord, 2021), and even smaller compared to contrastive
learning for 2D data (Chen et al., 2020; Kim et al., 2021). Chen et al. (2020) find that larger batch
sizes, when the number of training epochs is small, have a significant advantage over smaller ones,
this can be seen in figure 5.2. Larger batch sizes provide more negative samples, which speed up
convergence. On 100 training epochs for example, similar to what we are using, doubling the batch
size of 256 improves accuracy by around 4%. With more training epochs, the gaps between differ-
ent batch sizes decrease or disappear. Unfortunately, due to the lack of computational resources,
it was not possible to increase the number of training epochs for our experiments. We believe
that increasing the batch size leads to an improvement in classification performance, although we
expect that this improvement is not as drastic as on different augmentations.

Computational resources. For this research, we had access to the computational infrastruc-
ture DAS-5 (Bal et al., 2016). DAS-5 is a widely used infrastructure within the Vrije Universiteit
and consists of roughly 200 compute nodes with multiple GPU cards. Due to the public nature
of DAS-5, it was not possible to run every experiment on the same GPU card, which may have a
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Figure 5.1: Ablation study on augmentations in contrastive learning for audio on SpeechCom-
mands (Al-Tahan and Mohsenzadeh, 2021).

negative impact on reproducibility. Due to the large computational cost of modelling raw audio
waveforms, we were limited to using three compute nodes on DAS-5 that had enough memory.
Unfortunately, these compute nodes were popular among other users, meaning that we were some-
what limited in running large amounts or extremely long experiments.
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Figure 5.2: Ablation study on the effect of batch size and the number of epochs on classification
performance of SimCLR on ImageNet (Chen et al., 2020).
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Chapter 6

Conclusion

We conclude this report with a summary and directions for future work.

6.1 Summary

In this work we introduced a semi-supervised end-to-end learning approach for raw audio wave-
forms based on SelfMatch. SelfMatch combines the power of contrastive self-supervised learn-
ing and augmentation consistency regularization in two stages. The first stage is self-supervised
pre-training based on contrastive learning and the second is semi-supervised fine-tuning based on
augmentation consistency regularization. SelfMatch adopts SimCLR as contrastive self-supervised
learning method, and aims to learn representations by encouraging two views of the same sample
to be similar, and two views from different samples to be dissimilar. Fine-tuning in SelfMatch
is based on FixMatch, which encourages a consistent prediction between weakly and strongly
augmented views of the same sample. More specifically, FixMatch uses the prediction of the
weakly-augmented view as pseudo-label for the strongly-augmented view. Augmentations are es-
sential in both stages. SelfMatch was originally designed for 2D image data, so in order to use
SelfMatch for raw audio waveforms, specific augmentations for raw audio waveforms are needed.
We propose to use audio mizing, random mask, and shift time augmentations in the pre-training
stage and as weak augmentations in the fine-tuning stage. For strong augmentations we propose
to sequentially apply two randomly chosen weak augmentations to the same sample.

The main goal of this report is to investigate semi-supervised learning for sequential data us-
ing CKConvs. Formulating the convolutional kernel as a continuous function, parametrized by a
small neural network, avoids drawbacks found in conventional neural architectures. The CKConv
takes a set of relative positions as input and outputs the value of the convolutional kernel at
those positions. A global memory horizon can thus be constructed within a single operation and
without modifying the architecture of the network or adding more parameters. To the best of
our knowledge, there are currently no implementations for SelfMatch for other data types than
2D image data. So, to create a baseline result for raw audio waveforms, we train TCNs using
SelfMatch. Additionally to TCNs, we also introduce CKCNNs with Gabor Layers, which aim to
increase robustness of learned feature representations and reduce training complexity.

In our experiments we show that TCNs and CKCNNSs trained using SelfMatch on only 1% and
10% of the labels outperform supervised learning on the same amount of labels. Both networks
however, are not able to obtain their fully supervised accuracy, although the Gabor CKCNNs
come close on the UrbanSound8k dataset. Interestingly, supervised M11-Nets on 1% and 10% of
the labels outperform M11-Nets trained using SelfMatch. M11-Nets trained using SelfMatch do
however show a significant improvement, but lack in performance compared to the fully supervised
baseline. Despite improving performance over supervised learning on the same amount of labels,
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both types of CKCNNSs lack in performance on the SpeechCommands dataset compared to TCNs
and the fully supervised baseline. This gap decreases on the UrbanSound8K dataset however, and
CKCNNSs even outperform TCNs on only 1% of the data. Comparing our results to those of other
contrastive learning approaches for raw audio waveforms however, shows that TCNs trained using
SelfMatch on 10% perform quite well.

We hypothesise that this poor performance may have several causes. Other works on contrast-
ive learning show the impact of different combinations and ordering of augmentations. In this work
we consider three augmentations, of which we randomly choose two. These random combinations
and ordering of augmentations might be sub-optimal and even hurt performance. Another plaus-
ible cause is catastrophic forgetting, a phenomenon where a model forgets parameters from the
old task in learning a new task. Catastrophic forgetting is especially prominent in self-supervised
learning and for smaller models. This partially explains why previous works on contrastive learn-
ing find that bigger models work better. Indication that our models suffer from catastrophic
forgetting is slow convergence compared to other contrastive learning implementations. Another
possible cause is overfitting to the labeled data resulting in less efficient representations. This
could be especially problematic for CKCNNs, which have large filters and are thus more prone to
overfitting. Due to the large computational cost of modelling raw audio waveforms and lack of
computational resources, we are limited to a batch size of 16 on SpeechCommands and 8 on Urban-
Sound8K. This is smaller by a factor of 32 compared to other contrastive learning approaches for
audio. As contrastive learning benefits from larger batch sizes, this limitation on the batch size
undoubtedly hurts performance.

6.2 Future work

Due to time constraints, it was not possible for us to test a larger scope of experiments. In this
section we summarise some exciting ideas and research directions in which this work could be
extended.

e An ablation study of augmentations in both the pre-training and fine-tuning stage. As
mentioned in chapter 4.3, augmentations have a significant impact on the quality of learned
representations and final classification performance. We believe that a different combination
and ordering of augmentations could lead to a large improvement.

e Extending the framework proposed in this work to other sequential data types. Testing
SelfMatch on sequential data such as video and other time-series would undoubtedly lead to
interesting results.

e Romero et al. (2021a) propose an improvement of the CKConv, called the FlexConv. The
FlexConv is a convolutional operation able to learn its kernel size during training using
a fixed parameter budget. Investigating how FlexConvs perform in this semi-supervised
framework is another interesting research direction.
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