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Abstract

One of the main challenges for companies is to predict customers’ purchase
behaviour. Churning customers have a negative impact on the business of com-
panies. To counter churning customers, it is useful to flag customers who are
about to churn, in this way a company can take proactive steps to try to retain
the churning customers. In this report, it is evaluated which machine learning
algorithms have the best predictive performance in predicting customer churn
and which methods are beneficial for the predictive performance of the machine
learning algorithms. From store and e-commerce data, multiple features are
engineered and the relevance of the engineered features are discussed. Two dif-
ferent missing value strategies and two different time windows for training are
applied and evaluated. Various machine learning methods for classification are
applied to predict customer churn: logistic regression (LR), Naive Bayes (NB),
K-nearest-neighbour (KNN), decision tree (DT), random forest (RF), support
vector machines (SVM), artificial neural network (ANN) and gradient boosting
(GB).

The best performing machine learning algorithm on accuracy (0.85), precision
(0.773) and AUC score (0.927) is the random forest algorithm (RF). The best
performing machine learning algorithm on recall (0.789) and F1 score (0.769)
is the artificial neural network algorithm (ANN), where gradient boosting (GB)
has an identical F1 score. The results are obtained with stratified K-fold cross-
validation (K=5) and each model has their own feature selection and hyperpa-
rameter optimisation. The engineered feature that is the most beneficial for to
the predictive performance of the algorithm/models is the recency (R) feature
from the RFM model, however the other features from the RFM model are rel-
evant as well. The tested extension of the RFM model: the clumpiness features
and relational length feature proofs to be beneficial for the predictive perfor-
mance of the ML algorithms. Other engineered features of added value are fea-
tures derived from missing value categories, customer’s most bought categories
and the customer’s most visited store features. Training algorithm/models on
all the data instead of using a reduced time window is preferred. The recom-
mended missing value strategy is for categorical features, to consider missing
values as a separate category and for numeric features, if the correlation with
other features is low, to apply mean/median imputation.
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1 INTRODUCTION

1 Introduction

E-commerce has grown rapidly because of the pandemic (Radcliffe, [2022]). Coro-
navirus compelled customers to use internet and make it a habit in their daily
routine (Abiad et al., 2020). Now that more and more countries are lifting
covid restrictions; life slowly returns back to life before the pandemic. The loos-
ening of covid restrictions is bad news for e-commerce companies, people are
not forced anymore due to lifting restrictions restrictions to buy their products
online. Maintaining customers is the most basic and the most important issue
for commercial companies. Customer churn can be unavoidable for e-commerce
companies as a result of the global trend of lifting covid regulations. Customer
churn is defined as the propensity of customers to stop doing business with a
company in a given period (Yu et al., [2011)). In this report is assumed that a
customer who has not bought a product for a year, is a churned customer. It is
important for companies to retain as many customers as possible because cus-
tomers are one of the most important assets for any firm (Gupta & Lehmann,
2003)).

Releasing covid regulations will make competition in e-commerce more fierce,
due to the expectation that e-commerce demand will decline. This will make
customer retention become increasingly important for e-commerce companies. It
is widely known in research and in the business domain that customer retention
is much less costly than to acquire a new customer (Dubrovski, [2001} Reichheld
et al., 2000; Reichheld & Sasser, [1990)). Across a range of industries, increasing
customer retention by as little as 5% could result in long-run profit increases
between 25% and 95% (Reichheld et al.,|2000; Reichheld & Sasser, [1990)).
Customer relationship management (CRM) is therefore important for e-commerce
companies. It is a challenge for e-commerce companies to predict customers’
purchase behaviour (Renjith, 2015). Datamining plays an important role in
customer relationship management (Kadiyala, Srivastava, et al., |2002). Data
mining is defined by Turban et al. (2007)) as “the process that uses statistical,
mathematical, artificial intelligence and machine-learning techniques to extract
and identify useful information and subsequently gain knowledge from large
databases”. One of the goals of CRM is to retain customers, an important
first step is to classify customer with datamining techniques that have a high
probability of churn. With this classification of churning customers, the compa-
nies can choose to be proactive: take their best effort to retain these classified
customers. Many studies in the datamining domain have shown that customer
churn can be predicted successfully with machine learning algorithms (Buckinx
& Van den Poel, |2005; Gregory, 2018 Yu et al., |[2011)).

1.1 Problem statement

Customer churn has a negative impact on the business of companies. It is
important to classify customers who run the risk of churn ahead of time, that
way a company can make the best effort to retain the classified customers.
It is widely known in business that it is easier and less expensive to retain
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customers than to acquire a new customer (Dubrovski, 2001} Reichheld et al.,
2000; Reichheld & Sasser, |1990)

1.2 Information about host company

Sentient Information Systems B.V is a provider of cutting-edge technologies and
services, offering scalable solutions for companies of all sizes. Sentient does a
lot of projects in different sectors. Now Sentient want to improving their RFM
software, by improving their predictive capabilities. Sentient wants to attract
new customers with their REFM software. Their software includes a dashboard,
this makes it easy for the clients to make analysis’s. With their software they
segment customers according the RFM model, to make it easy for employees of e-
commerce companies to analyses their clientele. For example, they can analyse
who their top customers are and what they have in common. They want to
separate their self from other competitors in providing software which makes
good segmentation, is easy in making analysis and makes good demonstrable
predictions.

1.3 Objective

In this report the author has stated 2 main research questions:

1. Which machine learning algorithms have the best predictive performance
in predicting customer churn?

2. What kind of methods improve the performance of machine learning al-
gorithms in predicting customer churn?

More specifically for main research question 2, the author has developed 3 more
specific sub questions:

e Which features in the dataset contribute to predictive performance of the
machine learning algorithms?

e Which features can be engineered and improves the predictive performance
of the machine learning algorithms?

e What is a missing value strategy that adds value to the predictive perfor-
mance of the machine learning algorithms?

1.4 Structure of report

This report contains 7 sections and 6 sections in the appendix. The first section
is the introduction section, first the main topic customer churn is introduced
and described why it is important for business. In the same section is described:
the problem statement, information about the host company, the objectives and
the structure of the report. In the following section, the literature review sec-
tion, relevant literature about predicting customer churn is discussed: customer
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relationship management (CRM), datamining, literature about the REM model
and extensions of the RFM model. In the following section, the data section, the
data is described and from the dataset multiple features features are engineered.
In the feature engineering section, the classification feature churn is engineered,
which is the response variable. In the same section a univariate analysis and
a multivariate analysis is executed. In the univariate analysis, 2 missing value
strategies are proposed, the missing value strategies will be evaluated in the
result section. Next in the method section, is described what a binary classifi-
cation problem is, multiple performance evaluations for a classification problem
are described and validation methods are discussed. At last, in the method
section, 8 machine learning methods are described to arrive at a classification
prediction. In the result section, first the results of the performance evaluation
for all the algorithms/models, the feature selection and chosen hyperparame-
ters are presented. Next in this section, the results of the performance of a time
window change for training purposes are described and the result are presented
for the robustness analysis the RFM extensions, the engineered features clumpi-
ness (C) and relational length (L). Finally, in the result section, the result of
the alternative missing value strategy is presented. In the last section, in the
discussion section, is discussed: the results, some comments about not applied
techniques, limitations, recommendations and suggestions for future work.

2 Literature review

In this section, the relevant literature on customer churn is discussed and the
RFM model is discussed. First, the well-known topic in this domain called
customer relation management (CRM) is discussed. The relevance of this topic
and their 4 dimensions are discussed. Next, it’s explained why the identification
of customers is useful. Furthermore, it’s discussed what kind of techniques one
can use to analyse customer behaviour. At last, a widely used model for CRM,
the RFM model and some extensions of the RFM model are discussed.

2.1 Customer relationship management (CRM)

Customer relationship management is a broad concept and refers to how a busi-
ness manages its relationships with customers and potential customers. Cus-
tomer relationship management (CRM) is a combination of people, processes
and technology that seeks to understand a company’s customers. Customer
relationship management is a comprehensive approach that promises to max-
imize relationships with all customers (Chen & Popovich, |2003). Kracklauer
et al. (2004)), categorizes CRM on four dimensions: customer identification (1),
customer attraction (2), customer retention (3), customer development (4).

1. Customer identification: The first step of CRM is customer identifica-
tion; this includes customer segmentation and target customer analysis.
Customer segmentation implies the segmentation of all customers into
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smaller segments including customers with similar characteristics (Woo
et al., |2005). Target customer analysis involves the identification of the
most attractive customer groups for the company based on the customer
characteristics of the group. Identification of customers that are risking
to churn is part of this dimension as well.

2. Customer attraction: This dimension follows customer identification. Com-
panies concentrate effort and allocate resources to attract the identified
target groups. These customers can be attracted by direct market, or
competitive advantages, such as price and other differentiation character-
istics.

3. Customer retention: Customer satisfaction, which refers to the compari-
son of customers’ expectations with his or her perception of being satis-
fied, is the essential condition for retaining customers (Kracklauer et al.,
2004). Elements of customer retention include complaints management,
loyalty programs and one-to-one marketing. One-to-one marketing refers
to personalized marketing campaigns which are supported by analysing,
detecting and predicting changes in customer behaviour. Loyalty pro-
grams involve campaigns or supporting activities which aim at maintain-
ing a long-term relationship with customers.

4. Customer development: The focus of this dimension is to increase indi-
vidual customer profitability, transaction value and transaction intensity.
With customer development, the company tries to increase the customer
value for the company with up/cross selling. Companies try to migrate
customers to their most profitable customer segment.

This report focuses mainly on customer identification. Basically, identifying
customers, customers that are going/risking to churn for the retention campaign.

2.2 Churn management

As part of the CRM strategy churn management is the art of identifying the valu-
able customers who are likely to churn and executing proactive steps to retain
those customers. According to Lejeune (2001)): “Churn management consist of
developing the techniques that enable firms to keep their profitable customers
and it aims at increasing customer loyalty”. Loyal customers are defined by
Lejeune (2001)) as customers that “remain client of their original supplier even
if a competitor proposes more advantageous conditions.” An approach of cus-
tomer churn management is proactive management, first predict the customer
who might churn with datamining techniques and then use a strategy to prevent
it.

2.3 Datamining

One of the import techniques used for customer relationship management is data
mining. Chen and Popovich (2003)) state that “Getting to ‘know’ each customer
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through data mining techniques and a customer-centric business strategy helps
the organization to proactively and consistently offer (and sell) more products
and services for improved customer retention and loyalty over longer periods of
time”.

Data mining is the process that uses a variety of data analysis and modelling
techniques to discover patterns and relationships in data that may be used to
make accurate predictions (Lakshmi & Raghunandhan, [2011)). Khajvand et al.
(2011)) describe datamining as two categories: descriptive and predictive. Where
clustering is a descriptive method and classification is a prescriptive method.
Classification is the process of finding a model that describes and distinguish
class labels, for the purpose of being able to use the model to predict the class
of object whose class label is unknown (Han et al., [2011). Where they define
data classification as a two-step process, a learning step, where the model is
constructed and a classification step, where the model is used to predict the class
label for the given data. They define clustering as the process of portioning a
set of data objects into subset. Where each subset is a cluster, such that objects
in a cluster are similar to one another and dissimilar to objects in other clusters.
CRM and datamining offer foundations of the development of a competitive
marketing strategy by analysing and understanding customer behaviours and
characteristics, to gain and maintain potential customers and maximize cus-
tomer value (Tsai, 2011). It is important to use the proper data mining tool to
extract or generate effective information out of the customer database.

2.4 RFM model

The RFM model is already being used for about 30 years and still remains useful
for business today. The RFM analytic model is proposed by Hughes (1994]), it
is a model that differentiates customers from data by 3 variables: interval of

customer consumption, frequency and monetary amount. The definitions of
RFM model are described as follows:

1. Recency of the last purchase (R). R represents recency, which refers to the
interval between the time that the latest consuming behaviour happens
and the present.

2. Frequency of the purchases (F). F represents frequency, which refers to
the number of transactions in a particular period.

3. Monetary value of the purchases (M). M represents monetary, which refers
to consumption in money terms in a particular period.

When R, F and M is determined for each customer, the customers are segmented,
based on similar characteristics of the 3 classes: R, F and M. The RFM model
has some extension such as LRFM model. Amine et al. (2015)) extended the
RFM model to the LRFM model: where the variable length is added to the
model, length measures the time between the first and last visit/purchase of
the customers. The RFM model is extended to the LRFM model because the
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RFM model cannot discuss between long-life customers and short-life customers
(Reinartz & Kumar, [2000). Or the extension RFMC where clumpiness is added
to the model. Zhang et al. (2013) define clumpiness as the degree of nonconfor-
mity to equal spacing. According to Zhang et al. (2015)) clumpiness adds to the
predictive power, above and beyond RFM and firm marketing action, of both
the churn, incidence, and monetary value.

3 Data

In this section, first general information about the datasets is discussed, then
from the dataset multiple features are engineered, this is discussed in the feature
engineering section. In this section is discussed as well how the classification
feature is engineered. In the next section a univariate analysis is executed.
In this section, transformations are executed and 2 missing values strategies
are proposed. In the last section a multivariate analysis is executed: first a
visualisation of the features with response variable churn, next a visualisation
of the features with the highest mutual information gain with the response. At
last, in the multivariate analysis section is information about the correlation
between the features and a test of collinearity is executed. Unfortunately the
last part is confidential.

3.1 Data description and exploration

The data consist of three datasets: customer dataset, order dataset and item
dataset. In the customer dataset is information about the customer, the dataset
contains 20000+ rows, where each row represents a customer. In the order
dataset is an order id, customer id and information about the time and date of
the order, there are 300000+ orders in this dataset. The order id can be linked
to the orderitem dataset, in this way one could retrieve which items are bought
in that specific order. The data covers a period of approximately 3 years. There
are 20 percent of the customers labelled as not active, customers who churn,
and 80 percent labelled as active, customers who do not churn. The variable
active has a boolean value and indicates if a customer made a purchase in the
last year of the datset.

3.2 Feature engineering

From the order dataset combined with item dataset multiple features can be
engineered. First, in this section the classification feature is engineered, the
class for each customer, churn and no churn which in the end we want to pre-
dict. Next, the RFM features are generated where the RFM model is extended
with two features, Clumpiness and RelationalLength. In the next section more
features are engineered about the frequency of returned items, the most often
bought categories and the store where the customer bought the most.
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3.2.1 Classification feature

In this report the data contains store and e-commerce data, clients can always
come back to the company to make a purchase. This is different in a contractual
setting, where it is clear when a customer churns, the customer terminates or
does not extend the contract. That is way, in this case, an assumption have to be
made to define a customer who churns. Together with the company supervisor
a customer who churns is defined as a customer who has not made a purchase
in 1 year. First, the last year of the data is used to classify customers as churn
(1) or no churn (0) for the feature Churn. The opposite of this feature already
existed in the provided dataset and is called active, the feature active indicates
if a customer made a purchase in the last year. So, if active is 0, it indicates
that the customer has churned, churn is 1, and if active is 1, it indicates that
the customer did not churn, churn is 0.

In order to make useful predictions and to let the generated features make sense,
from now on, the discussed data will be without the transaction data of the last
year. To clarify with an example that some features wouldn’t make sense, we
take the generated feature Recency, if a correlation analysis with the response
is made, then if Recency has a value greater than 365, this will directly indicate
that a customer has churned. Therefore, is chosen to use for the further data
analysis, a subset of the data which not includes the last year of the dataset. The
last year is used to classify customers, so customers who have made a purchase
only during the last year are removed from the dataset. No info is known for
these customers because the last year is used for classification only. This results
in 15490 customers in the dataset where 5000 are labelled as churn and 10490
are labelled as no churn.

3.2.2 RFM

From the order dataset combined with item dataset, multiple features can be
engineered. The RFM features RFM stands for Recency (R), Frequency (F) and
Monetary (M). Recency (R) is generated by counting the days between the last
transaction and the last date known in the dataset. The Frequency (F) feature
is generated by counting the number of purchases of a customer in the observed
time period. The Monetary (M) feature is generated by adding the price of
all the purchased items in the observed time period. Alternatively, one could
take monetary average instead of monetary value, monetary average is monetary
value divided by the purchase frequency of the customer, Monetary_average is
used as a feature as well and analysed in this report.

3.2.3 Extensions RFM

The feature relationship length (L) is added as an extension to the RFM model.
According to the findings of Anderson and Weitz (1989)) older relations appear
to be more stable than younger relations in a business context. Following on
this finding, Buckinx and Van den Poel (2005]) found that the length of relation-
ship is an important predictor in their churn model based on non-contractual
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retail data. The RelationalLength feature is defined as the days in between the
registration date or first purchase date and last purchase date. The feature
Clumpiness (C) is another extension to the RFM model. According to Zhang
et al. (2013), clumpiness is defined as the degree of nonconformity to equal
spacing. The central properties of clumpiness are:

e Minimum: the measure should be at its minimum if the events are equally
spaced.

e Maximum: the measure should be at its maximum if all the events are
gathered together.

e Continuity: shifting event times by a small amount should only change
the measure by a small amount.

e Convergence: as events move closer, the measure should increase. When
the events move further apart, the measure should decrease.

Zhang et al. (2015) developed the following formula which follows the central
properties:

Z?:ll log(x;) * z;
log(n +1)

Where h, is the clumpiness measure score for customer p, n is the amount
of purchases for customer p and x; is the inter event times (IET). The inter
event times is the timesteps between the purchases, where the first IET is the
timesteps between start date of the observed time period and the first purchase
date. The last IET is the timesteps between the last purchase and the end time
of the observed period plus 1. There have been tested different timesteps, daily,
weekly or monthly, to calculate the IET. Zhang et al. (2015) note that: “if the
selected time unit is too long, data points are aggregated and information about
the IETs would be lost. On the other hand, a too short time unit would give
rise to possibly over-fit patterns. Hence, the choice of t in practice should be
matched to the scaling of a business’s decision time periodicity.” It is decided
to use a weekly timestep for the IET computation, due to the low frequency of
purchases in the dataset and the small difference of the values of the Clumpiness
feature by using a weekly or daily timestep. Using a weekly timestep instead of
a daily timestep has the advantages that the observe time period gets smaller,
this makes to computation of the clumpiness measure score less time consuming.
With the Clumpiness feature we can generate another feature, ClumpinessCat
feature which indicate if a customer is clumpy or not clumpy based on their
clumpiness measure score. To create this feature first a table of critical val-
ues is generated, with a Monte Carlo simulation with random sampling without
replacement. To create the table of critical values from the Monte Carlo simula-
tion we used a significance level of 0.95. The input of the table of critical values
is the number of purchases for each customer. The clumpiness measure value is
compared with the corresponding critical value of the purchase frequency n of

hy =1+
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the customer, if the clumpiness measure score is greater than the critical value,
the customer is classified as clumpy (1), if this is not the case the customer is
classified as non-clumpy (0).

In table [I] is shown that there are many customers in the dataset with a low
frequency of purchases, a purchase frequency lower than 3, for these customers
the clumpiness measure score is not well defined. For the customers who only
make one purchase, the clumpiness score will be high or low based on the date of
the purchase, the closer the date of purchase is to the last date in the dataset, the
higher the score will be. Similar for the customers with a purchase frequency of
2, the date of the last purchase has more effect on the clumpiness measure score
than the inter event time between the 2 purchases. The paper of Zhang et al.
(2015)) lacks information about what to do when the frequency of events is small.
Rao (2015) made a similar comment when reviewing the paper from Zhang et
al. (2015), Rao (2015) stated that whether the clumpiness measure score is well
defined if the number of events is small. After investigation of the clumpiness
measure score for customers with a low frequency of purchases, it is decided
that for the customers with a purchase frequency lower than 3, the clumpiness
measure score is not valid, therefore these customers do not get a value for
the Clumpiness feature. For those customers the Clumpiness feature will be
imputed with a missing value strategy, stated in the missing value strategies
section. In total, for the whole dataset, 45.9 percent of the total amount of
customersthere have missing values for the Clumpiness feature. In total, for
the whole dataset, there 38.1 percent is classified by the ClumpinessCat feature
as not clumpy and 15.9 percent as clumpy by their clumpiness measure score.
It is decided to classify the customers without a clumpiness measure value, as
non-clumpy based on their low frequency of purchases. In total 84.1 percent of
all the customers are classified as non-clumpy for the feature ClumpinessCat.

3.2.4 Other engineered features

Another generated feature is the frequency of returned items, as the feature
Neg_Frequency. The returns are not included in the calculation of the Monetary
feature due to inconsistency in the data, it occurs that items are returned, but
in their purchasing history the item is not presented. Probably because those
items are not bought with that particular customer id but with another id.
Due to this inaccuracy, returned item are not included in the calculation of the
Monetary feature.

More features are generated from the item dataset. The feature StoreName,
where the customer bought most often their items and the customer’s most
purchased item category, for category 1, as Catl and category 2, as Cat2. The
customer most bought product categories and store where the customer bought
the most could be possible predictors of customers’ churn.
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3.3 Univariate analysis

In this this section, a univariate analysis is executed, each variable is explored
separately. In table[]the descriptive statistics of the numeric features are shown.
An indication of this table is that most of the generated features are positively
skewed.

mean std min Q1 Q2 Q3 max
Recency 102.81 135.85 1 22 54 130 844
Monetary 1222.63 2588.24 1.5 180.84 480.88 1244.09 72060.19

Monetary_average | 108.67 95.40 1.5 54.18  86.49 134.53 2192.6

Frequency 11.76 21.50 1 2 5 13 947

Neg_Frequency 2.09 7.65 0 0 0 2 403

RelationalLength | 1262.36 1353.85 0 405 932 1708 6116

Clumpiness 0.21 0.13 0 0.11 0.17 0.26 0.87
Storedistance 19.43 27.50 0 3 9 22 174.43

Table 1: Descriptive statistics for the numeric features.

3.3.1 Data transformation

Table [1] indicates that monetary value has a lot of outliers. Removing the out-
liers will result in losing customer data, therefore a log 10 transformation is
applied to reduce the variance of the Monetary feature. The distribution of
Monetary after the log transformation is shown in figure Figure [1| could
indicate that Monetary is normally distributed after the log transformation.
Although after performing Shapiro-Wilk test, the null hypothesis: the data
is normally distributed, is rejected therefore Monetary is after the log trans-
formation not normally distributed. However, the transformation reduces the
variance of the Monetary and therefore the transformation is useful. Similar for
Monetary_average the log transformation reduces the variance, however when
performing the Shapiro-Wilk test, likewise the null hypothesis is rejected. All
the numeric features are transformed by the following formula:

Xnew = (X —mean(X))/sd(X)

This is called standardisation in this way each numeric feature has a mean of 0
and a standard deviation of 1, this makes sure that a variable on a larger scale
does not have an overloaded influence. For the machine learning algorithms
we need to convert categorical features in to numbers. In order to use the
categorical features, dummy variables are created for the categorical values.
Each categorical value gets a specific column where 1 indicate if a customer
belongs to this category and 0 if a customer belongs not to this category.
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Figure 1: Density plot for the Monetary feature with log 10 transformation.

3.3.2 Missing value strategies

Some features have missing values, these values have to be processed for most
of the machine learning algorithms, especially for machine learning algorithms
that cannot cope with missing values. For the categorical values this can eas-
ily be solved by creating a new category, for the categorical values that are
missing. It is not useful to try to impute the missing categorical values, the
missing categorical values contain more information about customer churn then
the categorical values. This can be viewed in the appendix in table 7?7 and ?7.
However the numeric values have to be imputed with a missing value strategy,
in this section, 2 different strategies are applied and tested.

Strategy 1: mean/median imputation

For the numeric features with missing values, for Storedistance and Clumpiness,
a missing value strategy have to be implied. For the customers who have missing
values for Storedistance, the zip feature has missing values as well, therefore it
is not possible to use zip code to measure the distance to the closest store. The
feature has outliers as shown in table[I] therefore it is decided to first impute the
missing values, 2186 values, with the median, which is 9. For the customers who
have a low frequency of purchases, lower than 3, the clumpiness measure score
is not well defined as stated in the feature engineering section. It is decided
to impute the values with a missing values strategy for the customers where
the clumpiness measure is not well defined. In total, there are in the reduced
dataset as stated in the classification feature section, 4979 missing values that
have to be imputed for the Clumpiness feature. It is decided to impute these
values with the mean of the Clumpiness feature which is 0.2067, for the cus-
tomers who have a purchase frequency lower than 3.

Other missing value techniques

More advanced techniques to impute missing values could be interesting to eval-
uate, like nearest neighbour and regression imputation, however to use these
techniques there have to be correlation with other features. The ClumpinessCat
and Frequency feature have a correlation with Clumpiness feature of respec-

11



3 DATA

tively 0.61 and -0.30. The ClumpinessCat feature is not a useful correlated
feature. Mainly because the classification of ClumpinessCat is based on the
Clumpiness feature, which is for these low purchase frequency customers not
valid and therefore missing. Beside those correlated features for the Clumpiness
feature, the strongest correlation with the Clumpiness feature is the feature
Monetary with a correlation coefficient of -0.34, which is a weak correlation.
The strongest correlation with Storedistance in the dataset is 0.2, which is a
weak correlation as well. Based on the fact that similar customers have missing
value for the Clumpiness feature and the weak correlation with other features
for the Clumpiness and Storedistance features, it is decided to not impute the
missing values by a technique, which uses other features to impute the missing
values. However, imputing missing values by the mean or median, result in less
variance of the distribution of those imputed features, therefore another impu-
tation technique is applied. This technique is compared with the mean, median
imputation technique.

Strategy 2: Sample from distribution

The other imputation technique works as follows: first, a known distribution is
fitted to the distribution of the numeric feature that has missing values. The
distribution with the best fit, based on mean squared error (MSE) will be used to
sample from. The sampled values which are used to imputed the missing values,
will be in the min and max range of the feature. In this way the distribution and
the variance of the feature with missing values will be disrupted at a minimum.
The mean/median imputation disrupts the distribution and the variance of the
feature because all the missing values get the same value, the mean or median.
Both missing value strategies are evaluated and compared in the results and
conclusion section.

The numeric features which we have to impute are Storedistance and Clumpi-
ness. The distribution of Storedistance and the best fitted distribution is shown
in figure[2] For the feature Storedistance a lognormal distribution with a shape,
loc and scale parameter of respectively 1.28, -0.45 and 9.42 is the best fit, which
result in a mean squared error (MSE) of approximately 0.002. The MSE in-
dicates how well the fit is between the fitted distribution and the actual dis-
tribution. The MSE is calculated by MSE = L 3" (V; — Y;)2. Basically, the
observed value Y;, the values of the feature, is subtracted from the predicted
value Y; by the probability density function of the fitted distribution. The out-
come of the subtraction for every observed and predicted value is squared, at
last, the average of all the observations is determined, this is the MSE. Ran-
dom numbers are generated for the missing values of the Storedistance feature
from the fitted lognormal distribution, these numbers are bound to 0 and the
maximum value of the Storedistance feature.

For the Clumpiness feature the best fit is a moyal distribution (Cordeiro et al.,
2012) with parameters loc parameter of approximately 0.13 and a scale parame-
ter of approximately 0.06, which result in a mean squared error of approximately
6.17. The distribution of the Clumpiness feature and the best fitted distribution,
the moyal distribution, is shown in figure [3] The missing values of the Clumpi-
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ness feature are likewise imputed by random numbers generated from the moyal
distribution, however these numbers are bounded by 0 and the critical value for
a frequency of purchases with value 2. If the random number exceeds this range
than the value is the closest boundary value because the customers with a low
frequency of purchase, smaller than 3, are classified as not clumpy as stated in
the feature engineering section. This causes that the value cannot exceed the
critical value for a purchase frequency of 2.

Figure 2: Histogram of the distribution of the feature Storedistance, with log-
normal distribution as line fitted to the distribution of the feature Storedistance.

Figure 3: Histogram of the distribution of the feature Clumpiness, with moyal
distribution as line fitted to the distribution of the feature Clumpiness.

3.4 Multivariate analysis

CONFIDENTIAL
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4 Methods

In this section, first is described what a binary classification is. Then, multiple
performance evaluations methods are discussed for a classification model. Next,
methods for validation are discussed. At last, different machine learning meth-
ods are described which will be used to predict the classification of customers.
The section contains the following machine learning methods: LR, NB, KNN,
DT, RF, SVM, ANN and GB.

4.1 Binary classification problem

In this report we want to predict if a customer churns or not. Churn is indi-
cated by a 0 for no churn and 1 for churn, note this is a binary classification
problem. To predict this classification, machine learning algorithms are used.
Machine learning algorithms are methods that automatically create models from
data. For churn prediction we use a binary classification algorithm. A binary
classification algorithm is a supervised learning algorithm that categorizes new
observations into 2 classes. It is a supervised learning algorithm because the
customers are first labelled as churn or no churn, the algorithm use this label in
combination with the features to train the model. After training the model, new
observations are used to let the model predict the classification of the customer.
The actual label, if available, can be used to evaluate the predictive performance
of the model.

4.2 Performance evaluation

Confusion matrix, receiver operating characteristic (ROC) and area under the
curve (AUC) are the most common evaluate methods to evaluate a classification
model. From the confusion matrix other important evaluation scores can be
derived, the accuracy, precision, F1 and recall score. In figure [4] the confusion
matrix is shown with the performance metrics that can be derived from the
confusion matrix.

Figure 4: Confusion matrix and the derived performance metrics from the con-
fusion metric
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Confusion matrix
The confusion matrix shows the correct and incorrect predictions of each class.

e True positives (TN): the model predicts a customer as churn and the
customer actually churned.

e False positives (FP): the model predicts a customer as churn but the
customer did not churn.

e True negatives (TN): the model predicts a customer as no churn and the
customer did not churn.

e False negatives (FN): the model predicts the customer as no churn but
actually the customer churned.

TP+TN

e The accuracy score: TPYTN+FN+EP"

- . _TP
e The precision score: TP1FP -

e Recall also known as sensitivity: TFQ%.

e The F1 score is the weighted average of precision and recall. This is
especially a good performance metric if recall and precision are equally
important. The following formula is used to determine the F1 score:

F1 =2 % (Precision * Recall)/(Precision + Recall)

In the case of classifying a customer who churns or does not churn, recall is a
more important metric than precision. Classifying a customer as churn when
the customers is not churning (FP) is less undesirable than classifying a cus-
tomer as no churn when the customers actually churned (FN). If a customer is
classified incorrectly as a customer who not churns, the company cannot try to
retain the customers and will therefore lose the customer. If the model classifies
the customer as churn incorrectly, this will be less undesirable, the company will
try to retain the customer but actually the customer was not intending to leave.
This can cope with extra cost (e.g., labour cost, promotions etc.), however this
cost is likely less for the company than losing a customer.

Receiver operating characteristic (ROC) and area under the curve
(AUC)

Receiver operating characteristic curve, is a graphical plot that illustrates a
trade-off between sensitivity and the false positive rate with a set of different
thresholds. The sensitivity rate is on the y-axis and false positive rate is on the
X-axis.

The false positive rate (FPR) is determined by the formula:

FPR=FP/(FP+TN)
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The sensitivity or true positive rate (TPR) is determined by
TPR=FP/(FP+TN)

The curve can be interpreted as follows, the greater the gap between the diagonal
and the curve, the better the performance of the model. If the curve is closer
to the diagonal, this indicates a worse performance. Area under the curve as
it names indicates, it measures the area underneath the ROC curve. The AUC
score indicates the ability of the classification model to distinguish between the
classes and is used as a summary from the ROC curve. The AUC score is a
score between 0 and 1, where 1 indicates that the model can perfectly predict
customers who churn and who do not churn. The AUC score will be used in
this report.

4.3 Validation
4.3.1 K-fold cross-validation

The K-fold cross-validation technique is one of the most used approaches for
model selection and error estimation of classifiers (Anguita et al.,|[2012). Cross-
validation is a resample method used to evaluate machine learning models on
a limited sample. K-fold cross-validation involves splitting the data into K
equal sized subsamples. The machine learning algorithm is trained on each
subsample and the performance of the fitted model is evaluated on the remains
data. The benefit of using K-fold cross-validation is that all the data is used for
training and validation, each datapoint is used for validation exactly once. The
overall performance can be determined by taking the mean of the K performance
evaluations.

e The data is split into independent K-folds, randomly.

e K-1 folds are used for training the algorithm/model and one fold is used
for validation.

e This process is repeated K times, so there are K number of performance
evaluation.

e The mean of K performance evaluation is used to estimate the overall
performance of the machine learning technique.

4.3.2 Stratified K-fold cross-validation

Instead of randomly creating sub samples as with K-fold cross-validation, strat-
ified K-fold cross-validation takes the distribution of the classification in the
dataset in to account. It creates subsamples where the balance of the classi-
fication is the same as in the dataset. Therefore, when the class you want to
predict is imbalanced, stratified K-fold cross-validation is preferred.
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4.4 Methods
4.4.1 Logistic regression (LR)

Main idea

Logistic regression works very similar to linear regression, but with a binary
response variable (Sperandei, 2014). Logistic regression uses a logistic function
called a sigmoid function to map predictions as probabilities. The sigmoid func-
tion refers to an S-shaped curve that converts a value to a range between 0 and
1. A threshold value is used to classify the prediction as 0 or 1.

Assumptions

1. The response variable is binary.

2. The observations are independent.

3. There is no multicollinearity among explanatory variables.
4. There are no extreme outliers.
5

. There is a linear relationship between explanatory variables and the logit
of the response variable.

6. The sample size is sufficiently large.

Formulas
The sigmoid function is referred to as an activation function for logistic regres-
sion and is defined as (Hosmer Jr et al., [2013)) : f(z) = 1+(1a_’” = 57 - Where

x is in the form by + b1 X1 + .. + b, X,,. This result in the following equation:

T 1 ebo+b1 X1+ +bn Xp

@) =151 e (otbi X1t tbaXn) 1 4 gbotbi Xt +bnXn

Where 7 indicates the probability of an event (e.g.,churn), by is the intercept
and 3, are the regression coefficients associated with the predictors X,,. The
outcome of f(x) is the prediction, which is a probability, then a threshold value
is used to classify the prediction as 0 or 1.

The following equation (Sperandei, [2014) is used to fit the parameters of a
logistic regression :

T ebo+b1 X1+ +bn X
ln(l — 7'(') = In( 1+ ebotbi X1t +bnXn ) =Bo+ X1+ ..+ B Xy

Fitting
s

In the equations above - is called the odds ratio, where m indicates the

probability of an event. The In of this odds ratio, known as the log odds, is
equal to regression coefficients. This results in In(17) = Bo+ L1 X1+ ..+ B, Xn.
Then similar as regression usually a maximum likelihood estimator is used to

estimate the parameters.
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4.4.2 Naive Bayes (NB)

Naive Bayes is a classification technique based on Bayes theorem (Berrar, |2018)).
It is a probabilistic algorithm that returns a probability. It calculates the prob-
ability by count, how often each variable’s distinct values occur for each class,
and the prior probability of each class, which is a count up of all the instances
of each class and divide by the total of all instances. These probabilities are
used to predict the class of the target variable, a threshold is used to determine
the class of the prediction.

Assumptions
1. All features are independent (conditional independence).

2. (Gaussian) Naive Bayes assumes that continuous values associated with
each class are distributed according to a normal (Gaussian) distribution.

Formulas
In figure [5] the formula of Bayes theorem is represented (Rish et al., 2001)).

Likelihood L—laf!‘g"'}’ Probability

A, !

o P97
o)L

Posterior Probability Predictor Pricr Probability
P(c|X) = P(x, | €)% P(x,] €) x - x P(x, | €)% P(c)

Figure 5: Bayes theorem formula

e P(c|z) is the posterior probability of class, ¢ is the target, given predictor
X.

e P(c) is the prior probability of class.
e P(z|c) is the likelihood which is the probability of predictor given class.
e P(x) is the prior probability of predictor.
Fitting
Each probability of the Bayes formula is determined, then the Bayes formula is
used to determine P(c|x) for each predictor (Berrar, [2018). For new observation

if the predictor is present, the probability of the class given predictor x is mul-
tiplied to the other predictor present in the observation. For continuous values,
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there are 3 approaches, the normal method (parametric approach), the kernel
method (non parametric approach) and discretization (Bouckaert, [2004)). By
the discretized approach, the continuous variables are set in to bins, these bins
are then treated as categorical values. The kernel method approximates P(c | x)
for a continuous variable ¢ by a sum of so called kernels, which are functions
centered around data points. The Gaussian Naive Bayes fits the continuous
variables to a Gaussian distribution (normal distribution) by estimating the
mean and standard deviation, usually with the maximum likelihood (Williams
& Barber, [1998). Then the probability of the input variable is calculated using
the probability density function.

4.4.3 K-nearest-neighbour (KNN)

Main idea

K-nearest-neighbour (KNN) classification is one of the simplest classification
methods. KNN should be one of the first choices for a classification study when
there is little knowledge about the distribution of the data (Peterson, [2009).
KNN is called a non-parametric supervised learning method, basically KNN
takes the K-nearest-neighbours of a new datapoint in to account. If the most K
neighbours are labelled as churn, the KNN predicts the new datapoint as churn.
K is a positive integer, the nearest neighbours are determined based on the dis-
tance between the datapoints, where Euclidean distance metric is used the most.

Assumption
KNN assumes the closer two given points are to each other, the more related
and similar they are.

Formulas
The formula for the Euclidean distance is (Peterson, 2009):

Fitting

KNN is called a lazy learner algorithm because it does not learn from the train-
ing set immediately, instead it stores the dataset and at the time of classifi-
cation, it performs an action on the dataset (Mulak & Talhar, [2015). So, no
algorithms/models have to be fit to the data. Only the K-nearest neighbours
have to be determined, by searching the K minimum distance values from the
observation, using the Euclidean distance or another distance measure.

4.4.4 Decision tree (DT)

Main idea
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Decision trees (DT) are among the most often used supervised machine learning
algorithms, primarily due to their straightforward interpretation (Mrva et al.,
2019). A decision tree consists of a root node, branch nodes and leaf nodes
(Safavian & Landgrebe, [1991)). The root node is the top node, in this node
the data is split by a condition in to two branch nodes, which are nodes below
the root node. In a branch node a similar split is made, based on a condition,
to other branch nodes or a leaf nodes. In this leaf node the data is given a
classification label, in this case churn or no churn. Decision trees are built by
repeatedly splitting nodes based on the best splits, mostly evaluated by entropy
level or Gini index. The process of splitting the data by a condition stops by
a pre-determined stop criteria or if all class are separated perfectly. Normally
machine learning algorithms are a black box, however with DT one could easily
see what kind of decisions the machine learning algorithm made to split the
data in to nodes. However, decision trees are prone to overfitting, to act against
overfitting it is important to determine stop criteria.

Assumptions
No assumptions

Formulas

The decision of splits into branches or leaves is based on evaluation of goodness of
the split. The most used evaluation techniques are based on entropy and Gini in-
dex. The entropy (Tangirala, 2020) is calculated by: E(S) = >_;_, —pi*loga(p;)-
S is the current state, ¢ is the number of classes, and p; is class ¢ divided by the
total number of datapoints in the current state. The information gain is based
on entropy and calculated by: IG(Y, X) = E(before) — Z§=1 E(j,after). Kis
the number of subsets generated by the split, and (j, after) is subset j after the
split. So, in other words, to calculate the information gain, first the entropy of
the parent is calculated and then the entropy of the children. Then the split
with the highest information gain is evaluated as the best split and is introduced
to the DT. Alternatively instead of the information gain the Gini index could be
calculated Gini =1 — Ziczl(pi)z. The Gini index is calculated by subtracting
the sum of the squared probabilities of each class from one. Then similar as
information gain the difference between Gini index of the parent and children is
determined, to evaluate the goodness of split. The highest Gini index difference
between the parent and children is the best split and is introduced to the DT.

Fitting

First, the decision tree starts with one root node that contain all the training
data, this root node is split in to branches and leaves. The splits are selected
based on split conditions that best divide the dataset into homogenous subsets
(Tangirala, 2020). The goodness of split is measured by Gini index or informa-
tion gain. The decision tree makes splits until each class is separated perfectly
or a pre-determined stop criteria is met.
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4.4.5 Random forest (RF)

Main idea

The random forest algorithm is first described by Ho (1995) and extend by
Breiman (2001). Random forest is an ensemble learning method, it combines
multiple learning algorithms. RF makes use of bagging; N random training
data sets are generated by random sampling from the training data (Breiman,
1996). A random forest classifier is a classifier consisting of a collection of tree-
structured classifiers h(x,k), k = 1,....N where k are independent identically
distributed random vectors and each tree, h, casts a “vote” for the most pop-
ular class at input x (Breiman, 2001)). So, a large number of decision trees are
generated from the training data by randomly selected subset of the data. Each
decision tree is built until each node ends in a leaf, one of the pre-determined
stop criteria is met or the classes are perfect distinguish. The generated decision
trees differ from each other, each DT is made from a different subset resulting in
different splits and decision tree length. The predicted classification is based on
“votes” from each individual DT, the majority of all votes, which is a classifica-
tion, in this case churn or no churn, will be the predicted class. In comparison
to DT, the greater number of trees in the forest leads to higher accuracy and
prevents the problem of overfitting. However, the RF is harder to understand
than a DT because RF consist of the multiple decision trees (Breiman, 2001).

Assumptions
No assumptions

Formulas
Random forest is built with multiple decision trees who are trained on different
subsets of training data, so the formulas for decision tree also apply here.

Fitting

The training data is first split into multiple subsets, each subset starts as a root
node. This root node is split in to branches and leaves, based on the goodness
of split measures, based on information gain or Gini index, until each class is
separated perfectly or a pre-determined stop criteria is met.

4.4.6 SVM

Main idea

Introduced by Boser et al. (1992)), they developed a supervised algorithm that
has evolved to as what we know now as support vector machines (SVM). SVM
separates the classes by hyperplane, which is a decision boundary that differen-
tiates the two classes. The margin is calculated as the perpendicular distance
from hyperplane to the closest points. These points are only relevant to de-
termine the position of the hyperplane, these points are called support vectors,
they support the hyperplane. The hyperplane that can separate the two classes
with maximal margin is the optimal hyperplane. To separate non-linear data,
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a kernel function is used, to transform the data in such a way that it is linear
separable by a hyperplane.

Assumptions
SVM assumes the data is independent and identically distributed.

Formulas

The norm of the vector, also known as the Euclidean norm is calculated by
|w| = /> i, w2. The following equation have to be met: y;(w?z;4+b) > 1-¢;
(UKiL, |2007). Where y;, is a positive, 1, or a negative class, -1, &; is the error term
for the classes that can’t be separated by the hyperplane. The margin we want
to maximize is maz = ﬁ The objective function is: min(3 w|? + S0, &)
such that y;(wlz; +b) > 1 — & for all i = 0,1,...,n (Boser et al., [1992).
To separate the classes from nonlinear data, kernel functions are used. The
polynomial kernel is k(z,y) = (x -y + 1)%, where d is the degree of the poly-
nomial. The sigmoid kernel is k(z,y) = tanh(azTy + ¢) and the RBF kernel is
k(z,y) = exp( —%) There are more kernel function but these are the most
often used.

Fitting

If the data can’t be separated linear, than a kernel function have to be selected
and applied. If the data is now linear separable then a hyperplane can be found
with the maximum margin, that separate the classes as best as possible.

4.4.7 Artificial neural network (ANN)

Main idea

An artificial neural network (ANN) is a biologically inspired computational net-
work, which consist of neurons and weighted connections between the neurons
(Jain et al., [1996]). In this report a multilayer perceptron (MLP) from the
sklearn package is used. MLP is a feed forward artificial neural network, it con-
sists of an input, output and one or multiple hidden layers (Ramchoun et al.,
2016). Each layer is fully connected to the following layer, the output from
each layer is passed to the next layer. The nodes of the layer use a nonlinear
activation function (e.g., relu, sigmoid or tanh), except for the input layer (Jain
et al., [1996). An ANN uses a supervised learning process, this process consists
of forward propagation and backpropagation (Yegnanarayana, |2009)).

Assumptions
No assumptions

Formulas

First, the input features x are processed with weights w and bias b, the first
process in vector notation is: Z[1 = WX 4 plll (Yegnanarayana, 2009). The
outcome is transformed by Al = o(Z[U), where ¢ is the activation function.
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In the next layer a similar process happens, only this time the outcome of the
previous layer, Al is now the input: Z[ = WRIAMN 4+ 2. The outcome, Z[2!,
is transformed by a nonlinear activation function as well. This process repeats
until the last layer of the neural network, this process is called forward propa-
gation, which results in a prediction. A threshold is used to turn the prediction
in to a class.

Fitting

The neural network is trained by forward propagation and backpropagation. In
the first step of the training of the neural network, random weights are given to
the connections between the neurons, next repeatedly a process of forward and
backward propagation is used until the model stops improving (Yegnanarayana,
2009). With forward propagation, input is given to the input layer and the
output is generated on the current weights of the connections between the neu-
rons, as explained in the formulas section. The loss of the output is calculated
using the loss function, basically the expected outcome is compared with the
outcome of the model. The outcome of the loss function is used to improve
the model with backpropagation. Backpropagation computes the gradient of
the loss function with respect to the weights of the network. Backpropagation
computes the gradient one layer at the time, iterating backward starting from
the last layer. The gradient of the loss function is used to give the nodes with
higher error rates, less weights than nodes with lower error rates. The difference
between ANN classifier and regressor is the loss function for classification e.g.,
a log-likelihood loss function is used and for a regressor e.g., the mean squared
error.

4.4.8 Gradient boosting (GB)

Main idea

Gradient boosting is like RF an ensemble learning method, it uses multiple
models to make a prediction. Each model is not built individually on a subset
of data like RF, but each model is built sequentially, correcting the error of the
previous model (Mayr et al., |2014)). This is called boosting; a weak learner is
trained on the training data and the next weak learner is trained on the errors
of the previous model. A weak learner is usually decision trees with only one
split. Boosting combines a set of weak learners into a strong learner to minimize
the training errors.

This algorithm is named gradient boosting because the target outcomes for each
case are set based on the gradient of the error with respect to the prediction.
Each new model takes a step in the direction that minimizes the prediction
error. Likewise as neural networks, gradient boosting makes use of the gradi-
ent descent algorithm. The gradient descent algorithm is a greedy algorithm,
that finds the local minimum by iteratively moving the opposite direction of the
gradient of the objective function (Ruder, [2016). The gradient of the objective
function, is basically the partial derivative of the loss function with respect to
the predictions, so it describes the steepness and the direction of the error func-
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tion. Where a neural network tweaks the gradient descent model parameters,
the gradient boosting algorithm descends the gradient by introducing new mod-
els. Instead of using gradient descent to estimate a parameter, the new weak
learner is fitted against the negative gradient vector of the previous iteration
(Mayr et al., 2014)). Since the loss is inflated by mistakes, gradient descent will
push the algorithm towards creating a new learner, that will focus on these mis-
takes that causes the loss to be high. So, it starts with a simple weak learner
with each weak learner added to the ensemble, the algorithm takes a step to-
wards problematic observations that are difficult to predict, since it only adds
weak learners that minimizes the loss function. A threshold is used to turn the
prediction in to a classification prediction.

Assumptions
No assumptions

Formulas

Algorithm 1 Gradient boosting algorithm

1. Fy(z) = argmin, >, L(yi, p)
2: for m=1 to M do:

~ _ _ | 9L(yi, F(zi))
Yi = 9F(z)

w

fori=1,..n
:| F(z)=Fp,—1(x)

4 A = argming g vazl [g; — Bh(z; : a)]
5: Pm = argmin, Zf\]:l L(yi, Frn—1(x;) + phom (i : am))
6: Fo(z) = Fo1(z) + v % pph(2 : am)

7: end for

2

In Algorithmtho gradient boosting algorithm from Friedman (2001)), is shown.
Comments for each row in Algorithm [I] are given below.

1. The first step is creating an initial constant value prediction Fj that min-
imizes the expected value of the specified loss function for all predictions.
The loss function for regression is mostly the mean squared error and for
classification, this is mostly the log loss. The actual values are y; and L is
the loss function. The constant value prediction is a simple first prediction,
that minimizes the overall loss.

2. Weak learners are created until M.

3. The residuals y; are compute by taking the derivative of the loss function
and is multiply with —1, this is the negative gradient.

4. A weak learner is fit, that best fits the negative gradient vector minimis-
ing the error under the residuals by using a least squares minimization
function.
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5. Followed on (4) by a single parameter optimization from the original cri-
terion, finding a h(z : a) which minimize the lost function and which is
feasible solution for (4).

6. At last, the model is updated with a new weak learner that minimizes
the overall loss the most, where v is the learning rate parameter, the loop
continues until M trees are created. The learning rate parameter and M,
the amount of estimators are hyperparameters to tackle overfitting.

Fitting

First, a simple model, an initial constant value prediction, is determined that
that minimizes the overall loss of the chosen loss function. From the loss function
we compute the residuals by taking the negative gradient of the loss function. A
new model is fitted on the residuals of the previous model as target variable. The
predicted residuals times the learning rate are added to the previous predictions.
Then residuals are calculated again and new models are fitted on the residuals as
target variable. This process continues until the sum of residuals stays constant
or if M iterations are achieved.

5 Results

The results of the machine learning algorithms are discussed in this section.
Each algorithm/model is discussed separately, if there are assumptions then
these are examined in the appendix in the assumptions section. In this section,
for each algorithm/model the selected features and the chosen hyperparameter
parameters are discussed. The main results are shown in table All the re-
sults are obtained with a stratified K-fold cross-validation, where K=5. The
features and the hyperparameters are selected by the highest obtained test ac-
curacy score from the select/search method. Next the results are shown of
the algorithm/models trained and tested on a different time window, a time
window of 1 year. In the next sub section, the results are shown for the algo-
rithms/models without the RelationalLength feature and clumpiness features,
for the algorithms/models where at least one of those features was part of their
feature selection. In this way is investigated if the extension from RFM to
RFMCL features improves the predictive performance of the algorithm/models.
At last, the results are shown for the alternative missing value strategies as
stated in the missing value strategy section, for the algorithm/models which
including the numeric features where the missing values are imputed.

5.1 Logistic regression

Features and hyper parameters selections

In the appendix in tables 7?7, 7?7 and 7?7 the selected features for each algo-
rithms/models are revealed. The features are selected by forward selection, in
total there are 46 features selected for logistic regression (LR). The following
hyperparameters are tuned by a repeated stratified K-fold cross-validation grid
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search: the solver, the penalty and the C parameter. The best result of the
grid search is the hyperparameter setting: C=1, penalty=I2, solver=newton-cg.
The features and the hyperparameters are selected by the highest obtained test
accuracy score from the select/search method. The results of the predictive
performance of all the algorithms/models are presented in table

5.2 Naive Bayes

Features and hyper parameters selection

In the appendix in tables 7?7, 7?7 and 77 the selected features for each algo-
rithms/models are shown. The features are selected by forward selection, in
total there are 12 features selected for Naive Bayes (NB). From the multiple
versions of Naive Bayes, the Gaussian Naive Bayes has the best predictive per-
formance. Only the var_smoothing hyperparameters is tuned by a repeated
stratified K-fold cross-validation grid search. The best result of the grid search
is value 0.0001 for the hyperparameter var_smoothing. The features and the
hyperparameters are selected by the highest obtained test accuracy score from
the select/search method. The results of the predictive performance of all the
algorithms/models are presented in table

5.3 K-nearest-neighbour

Features and hyper parameters selection

In the appendix in tables 7?7, 7?7 and 7?7 the selected features for each algo-
rithms/models are revealed. The features are selected by forward selection, in
total there are 20 features selected for K-nearest-neighbour (KNN). The follow-
ing hyperparameters are tuned by a repeated stratified K-fold cross-validation
grid search: the leaf size, the number of neighbours and the power parameter
p- The best result of the grid search is the hyperparameter setting: leaf size=1,
n_neighbours=13 and p=1. The features and the hyperparameters are selected
by the highest obtained test accuracy score from the select/search method. The
results of the predictive performance of all the algorithms/models are presented
in table 21

5.4 Decision tree

Features and hyper parameters selection

In the appendix in tables 7?7, 7?7 and 7?7 the selected features for each algo-
rithms/models are revealed. The features are selected by forward selection,
in total there are 28 features selected for the decision tree (DT). The follow-
ing hyperparameters are tuned by a repeated stratified K-fold cross-validation
grid search: the max depth, the min samples per leaf and the criterion pa-
rameter. The best result of the grid search is the hyperparameter setting:
max_depth= 5, min_samples_leaf=145 and criterion=Gini. The features and
the hyperparameters are selected by the highest obtained test accuracy score
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from the select/search method. The results of the predictive performance of all
the algorithms/models are presented in table

5.5 Random forest

Features and hyper parameters selection

In the appendix in tables 7?7, 7?7 and 7?7 the selected features for each algo-
rithms/models are revealed. The features are selected by forward selection, in
total there are 28 features selected for random forest (RF). The following hy-
perparameters are tuned by a repeated stratified K-fold cross-validation grid
search: the max depth, max features, the min samples split, the min samples
leaf, bootstrap and the number of trees/estimators. The best result of the grid
search is the hyperparameter setting: n_estimators=1200, min_samples_split=2,
min_samples_leaf=2, bootstrap=True, max_features= sqrt and max_depth=20.
The features and the hyperparameters are selected by the highest obtained test
accuracy score from the select/search method. The results of the predictive
performance of all the algorithms/models are presented in table

5.6 SVM

Features and hyper parameters selection

In the appendix in tables 77, 77 and 7?7 the selected features for each al-
gorithms/models are revealed. The features are selected by forward selec-
tion, in total there are 27 features selected for support vector machine (SVM).
The following hyperparameters are tuned by a repeated stratified K-fold cross-
validation grid search: the kernel, the gamma and the C parameter. The best re-
sult of the grid search is the hyperparameter setting: kernel=rbf, gamma=0.05,
and C=300. The features and the hyperparameters are selected by the highest
obtained test accuracy score from the select/search method. The results of the
predictive performance of all the algorithms/models are presented in table

5.7 Artificial neural network

Features and hyper parameters selection

In the appendix in tables 77, ?? and 7?7 the selected features for each algo-
rithms/models are revealed. The features are selected by forward selection,
in total there are 17 features selected for artificial neural network (ANN).
The following hyperparameters are tuned by a repeated stratified K-fold cross-
validation grid search: the solver, the learning rate init, the number of hid-
den layers, the learning rate, the alpha and the activation function. The best
result of the grid search is the hyperparameter setting: solver=adam, learn-
ing_rate_init=0.001, hidden_layer_sizes=71, learning_rate=invscaling, alpha=0.001,
activation=relu. The features and the hyperparameters are selected by the high-
est obtained test accuracy score from the select/search method. The results of
the predictive performance of all the algorithms/models are presented in table
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5.8 Gradient boosting

Features and hyper parameters selection

In the appendix in tables 7?7, 7?7 and 7?7 the selected features for each algo-
rithms/models are revealed. The features are selected by forward selection,
in total there are 27 features selected for gradient boosting (GB). The follow-
ing hyperparameters are tuned by a repeated stratified K-fold cross-validation
grid search: the max depth, max features, the min samples split, the min
samples leaf, subsample, learning rate, the loss function and the number of
trees/estimators. The best result of the grid search is the hyperparameter set-
ting: max_depth=3, min_samples_split=2, min_samples_leaf=1, subsample=1,
learning_rate=0.1, max_features=none, loss=log_loss and n_estimators=100. The
features and the hyperparameters are selected by the highest obtained test ac-
curacy score from the select/search method. The results of the predictive per-
formance of all the algorithms/models are presented in table

train_acc test_acc precision recall F1 AUC
KNN (C) 0.857 0.836 0.746 0.756  0.749 0.906
NB (C) 0.813 0.811 0.689 0.757 0.721 0.882
DT 0.842 0.842 0.753 0.768 0.758 0.917
LR (C) 0.826 0.828 0.762 0.684 0.717 0.896

SVM (C) 0.849 0.843 0.749 0.780 0.761 0.912
RF (C,L) 0.948 0.850 0.773 0.765 0.765 0.927
ANN (C,L) | 0.859 0.847 0.755 0.789 0.769 0.924
GB 0.854 0.849 0.762 0.783 0.769 0.925

Table 2: Results from the stratified K-fold cross-validation, K=5, for the al-
gorithms/models where each algorithm/model has their own feature selection
and own hyperparameter optimization, training on a time window of 2 year
and 4 months. (C) Indicates that the algorithms/models have at least one
of the features Clumpiness and ClumpinessCat in their feature selection, (L)
indicates that the algorithms/models have RelationalLength in their feature se-
lection. (C,L) Indicates that the algorithms/models includes both features in
their feature selection.

5.9 Time window change

The time window which you train the algorithms/models on could be a pa-
rameter that increases or decreases the performance of the algorithms/models.
As mentioned before, in this section, in table [2| the results of the all the ma-
chine learning algorithms are presented. These predictions are based on all
the data available where the last year is used for classification, the algorithms
are trained on approximately 2 year of data. Alternatively, the predictive al-
gorithms/models could be evaluated with algorithms/models trained on a re-
duced time window. To evaluate if the time window is a parameter that in-
creases or decreases the predictive performance of the algorithms/models, the
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algorithms/models are trained on a reduced time window, a time window of
1 year. In table [3| the predictive performance of the algorithms/models are
shown, where the algorithms/models are trained on a reduced time window of
1 year.

train_acc test_acc precision recall F1 AUC A test_acc
KNN | 0.847 0.822 0.738 0.752 0.743 0.900 -0.013
NB 0.796 0.794 0.688 0.735 0.709 0.856 -0.017
DT 0.830 0.830 0.738 0.786 0.760 0.909 -0.012
LR 0.812 0.808 0.746 0.675 0.705 0.885 -0.020
SVM | 0.838 0.832 0.747 0.779 0.760 0.907 -0.011
RF 0.939 0.836 0.762 0.768 0.762 0.915 -0.014
ANN | 0.848 0.834 0.746 0.790 0.765 0.916 -0.013
GB 0.840 0.832 0.748 0.779 0.760 0.918 -0.017

Table 3: Results from stratified K-fold cross-validation for the algo-
rithms/models where each algorithm/model has their own feature selection and
own hyperparameter optimization, trained on a reduced time window of 1 year.
The last column is the difference with the test_acc of table

5.10 RFM or RFMCL

In this report the RFM model is extended to the RFMCL model, Relational-
Length feature (L) and the clumpiness features (C) which consist of 2 features,
Clumpiness and ClumpinessCat, are added to the RFM model. To test if these
features increase the predictive performance of the algorithms/models, a test
is conducted with algorithms/models which include RelationalLength and/or
Clumpiness and/or ClumpinessCat features in their feature selection by leaving
out 1, 2 or all of these features.

The algorithms/models which include the Clumpiness and/or ClumpinessCat
and/or RelationalLength features are trained on approximately 2 year of data
without 1, 2 or all of the these features. In this way the predictive performance
contribution of those added features could be evaluated. In table[dthe predictive
performance is shown of the algorithms/models without all of the clumpiness
features, so without at least one or both of the features Clumpiness and/or
ClumpinessCat, if at least one or both of the features was present in their fea-
ture selection. In table [5| the algorithms/models are shown without the feature
RelationalLength, for the algorithm/models were the feature RelationalLength
was present in their feature selection.

At last, in table@, the predictive performance is presented for the algorithms/models
which included both features, but in this case is tested the performance without
RelationalLength feature and at least one or both of the features Clumpiness
and ClumpinessCat. The tables of this section could be compared with table
were (C) indicate the algorithms/models including at least 1 or both of the
Clumpiness and Jor ClumpinessCat feature, (L) indicate the algorithms/models
with the RelationalLength feature in their feature selection, (C,L) indicate the
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algorithms/models including RelationalLength feature and at least one or both
of the features Clumpiness and/or ClumpinessCat in their feature selection. For
more details about the feature selection of each algorithm/model, one could look
in the appendix in tables 7?7, 77 and 77.

train_acc test_acc precision recall F1 AUC A test_acc
KNN | 0.856 0.833 0.741 0.749 0.743 0.906 -0.003
NB 0.809 0.809 0.687 0.754 0.717 0.881 -0.002
LR 0.825 0.824 0.755 0.682 0.713 0.896 -0.004
SVM | 0.845 0.839 0.740 0.781 0.757 0.911 -0.004
RF 0.938 0.847 0.766 0.765 0.762 0.926 -0.003
ANN | 0.858 0.844 0.758 0.768 0.760 0.923 -0.003

Table 4: Results from stratified K-fold cross-validation for the algo-
rithms/models without the Clumpiness or ClumpinessCat features, for the algo-
rithms/models which included at least one of the Clumpiness or ClumpinessCat
feature in their feature selection. The last column is the difference with the
test_acc of table @

‘ train_.acc test_acc precision recall F1 AUC A test_acc
RF 0.934 0.849 0.773 0.763 0.765 0.925 -0.001
ANN | 0.857 0.845 0.755 0.779 0.764 0.923 -0.002

Table 5: Results from stratified K-fold cross-validation for the algo-
rithms/models without the RelationalLength feature, for the algorithms/models
which included the RelationalLength feature in their feature selection. The last
column is the difference with the test_acc of table

‘ train_acc test_acc precision recall F1 AUC A test_acc
RF 0.922 0.845 0.764 0.762 0.759 0.924 -0.005
ANN | 0.854 0.844 0.751 0.785 0.764 0.923 -0.003

Table 6: Results from stratified K-fold cross-validation for the algo-
rithms/models without RelationalLength feature, and the clumpiness features,
at least one of Clumpiness and ClumpinessCat feature, which included both
features in their feature selection. The last column is the difference with the
test_acc of table 2|

5.11 Different missing value strategy

In table [2| the missing values for the Clumpiness feature are imputed with the
mean and for Storedistance feature with the median. Alternatively, a different
missing value strategy is evaluated as mentioned in the missing value strategy
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section. The missing value strategy is based on fitting the best known distribu-
tion to the distribution of the feature. Next, a random value is generated from
the known distribution, within the range of the distribution of the feature we
want to impute. In this way, the imputation strategy tries not to disrupt the
variance of that feature, this is different from mean/median imputation where
the variance of the feature is reduced by the imputation. In table [7| the pre-
dictive performance of the algorithms/models are shown with the alternative
missing value strategy. In table [7| the algorithms/models including the Clumpi-
ness feature are indicated by (1), a (2) for the Stordistanceclosest feature and
(1,2) if the algorithm/model includes both features. The algorithm/models in
table|7|could be compared with performance of those algorithm/models in table
where for those features the mean/median imputation is applied, in this way
one could evaluate the 2 missing value strategies.

\ train_acc  test_acc precision recall F1 AUC A test_acc
NB (2) 0.813 0.809 0.692 0.742 0.715 0.880 -0.002
LR (1,2) | 0.826 0.825 0.757 0.681 0.713 0.896 -0.003
RF (1,2) | 0.935 0.847 0.755 0.782 0.765 0.923 -0.003
ANN (2) | 0.860 0.846 0.755 0.782 0.765 0.923 -0.001

Table 7: Results from stratified K-fold cross-validation where each model has
their own feature selection and for each model the hyperparameters are tuned.
The algorithms/models are trained on a time window of 2 year and 4 months,
where the missing values of the Clumpiness and Stordistanceclosest feature are
imputed with the technique mention in the missing value strategy section, a
technique that tries not to disrupt the variance of that feature. (1) Indicates
the algorithm/model includes the Clumpiness feature in their feature selection,
(2) indicates that the Storedistance feature is part of the feature selection and
(1,2) indicates that both features are part of the feature selection of the al-
gorithm/model. The last column is the difference with the test_acc of table

2

6 Conclusion

In this report 2 main research questions are stated:

1. Which machine learning algorithms have the best predictive performance
in predicting customer churn?

2. What kind of methods improve the performance of machine learning al-
gorithms in predicting customer churn?

More specifically for main research question 2, 3 sub research questions are
stated:

e Which features in the dataset contribute to predictive performance of the
machine learning algorithms?
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e Which features can be engineered and improves the predictive performance
of the machine learning algorithms?

e What is a missing value strategy that adds value to the predictive perfor-
mance of the machine learning algorithms?

In this section, the author will answer the research questions. Firstly, the author
will go into the first main research question, the best performing machine learn-
ing algorithms. Secondly, the author will go into the second research question
and it’s sub research questions.

Best algorithm/model

The best performing algorithm/model based on the test accuracy, AUC and
precision performance is the random forest algorithm (RF) trained on all the
data, except the last year, with the mean/median imputation as missing value
strategy, with hyperparameter optimisation as stated in the result section and
including the features as stated in the appendix in tables 7?7, ??7 and ??. The
best performing algorithm/model based on the recall performance metric is ar-
tificial neural network (ANN). The ANN and the gradient boosting (GB) have
both the highest score on F1, trained on all the data, except the last year, with
the mean/median imputation as missing value strategy, with hyperparameter
optimisation as stated in the result section and the features selection as stated
in the appendix in tables 7?7, 77 and 77.

Best time window

The algorithms/models trained on all the data except the last year have a bet-
ter performance than the algorithms/models trained on 1 year of the data, The
algorithms/models trained on all the data except the last year, have approxi-
mately on average 0.015 improved test accuracy performance than trained on 1
year of the data.

Features in the dataset
CONFIDENTIAL

RFM or RFMCL

The engineered RFM features contribute to the predictive performance of the
algorithms/models. From figure ??, one could conclude that Recency feature is
by far the most important predictor of customer churn. From the RFM features,
the Recency feature ends up in all the feature selection of the algorith/models
and the Frequency feature end up in almost all the algorithms/models feature se-
lection. The Monetary feature is only part of the feature selection of the logistic
regression model, probably because of the high correlation with the Frequency
feature. Including the Clumpiness feature in the algorithms/models where at
least one of the Clumpiness or ClumpinessCat feature is part of their feature
selection, increases the test accuracy performance on average by approximately
0.0035. Including the RelationalLength feature in the algorithms/models which
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include the RelationalLength feature in their feature selection, increases the
test accuracy performance on average by approximately 0.0015. For the algo-
rithms/models which include the RelationalLength feature and at least one of
the Clumpiness or ClumpinessCat feature in their feature selection, including
both features increase the test accuracy performance on average by approxi-
mately 0.004. So, extending the RFM features to RFMCL features improves
overall the predictive performance of the algorithms/models, except for DT and
GB because none of these features end up in their feature selection.

Other useful engineered features

The features about the customers’ most often bought product category and the
storename where the customer most often bought products, are categorical fea-
tures that end up in most of the feature selection of the algorithms/models.

Missing value strategy

The mean/median imputation is the better of the 2 tested missing value strat-
egy. The alternative missing value strategy where you try not to disrupt the
variance of the feature has approximately on average 0.002 poorer test accuracy
performance. This is valid for the algorithms/models were at least one of the
imputed numeric features is present, so Storedistance and/or the Clumpiness
feature is part of their feature selection. For the categorical variables consider
the missing values as a separate category, turned out to be the best method to
handle the missing values. The missing value categories, categorical values with
Nolnfo in their name, are one of the better categorical predictors of customer
churn.

7 Discussion

In this section, first the results are discussed, then some notes about techniques
tested but not applied. Next is discussed the limitations of the dataset, recom-
mendations and at last suggestions about future work.

Results

Overall the predictive performance of all the algorithm/models are relevant,
a test accuracy score is achieved with a range of 0.81 until 0.85. So, with
the right feature selection and hyperparameter setting the performance of all
algorithms/models are relevant. As expected, the more classical machine learn-
ing algorithms: LR, SVM, NB, DT and KNN, perform worse than the more
advanced machine learning algorithms: RF, ANN and GB. From the more clas-
sical machine learning algorithms the worst performing algorithm based on test
accuracy performance is the Naive Bayes (NB) algorithm and the best per-
forming algorithm/model is the support vector machine (SVM) algorithm. The
difference in performance of the worst and best performing classical machine
learning algorithms is approximately 0.031.
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The more advanced machine learning algorithm differ less in test accuracy per-
formance than the more classical machine learning algorithms. The worst per-
forming of the more advanced machine learning algorithms, based on the test
accuracy performance, is the artificial neural network (ANN) model. The best
performing is the random forest (RF) algorithm, ANN and RF differ in test
accuracy approximately 0.003.

The best performing algorithm/model could be chosen on the most relevant per-
formance score of the algorithm/model for the management. So, if for the man-
agement of a company, it is more important that the algorithm/model predicts
customers who churn and who do not churn, correct, than the random forest
(RF) algorithm is more suited. If the management wants most of the customers
that churn, predicted as churn by the algorithm/model, despite more false posi-
tives, customers are predicted as churn who did not churn, then the management
should consider to choose the algorithm/model with the best performance on
recall, like ANN. Alternatively, the management could increase the recall perfor-
mance of RF algorithm by using a different threshold. If the management wants
a better accuracy performance than ANN but does not mind to have more false
positives than RF, the management could consider the algorithm/model with
the same F1 score as ANN, the gradient boosting (GB) algorithm, as stated
in the conclusion section. Alternatively, the algorithm/model can be chosen on
preferable characteristics of the algorithm/model: train time, explainability etc.

Techniques tested but not applied

In this research multiple techniques are tested to improve the predictive perfor-
mance of the algorithm/models, these techniques did not end up in the report
due to worse predictive performance or not making sense on this dataset. In
the dataset is class imbalance, multiple techniques have been executed to bal-
ance response variable in the trainset. Balancing the response variable in the
trainset for the algorithm/models has led to worse performance of the algo-
rithm/models, therefore it is decided to not apply any of these techniques. It is
tested whether K-means clustering improved the predictive performance of the
algorithms/models, this resulted in not improving the predictive performance
of the algorithms/models. PCA and MCA are tested to reduce the number of
features, however little of the variance was explained by a reduced number of
features, therefore it is decided to not apply one of those methods. Combining
features and some other transformations are tested as well, however most of
them resulted in worse predictive performance of the algorithms/models.

Limitations

The dataset consists mostly of transactional data where the frequency of pur-
chases per customer was mainly low in the dataset, about 30 percent has a
purchase frequency lower than 3. As stated in the feature engineering section,
the clumpiness measure is not well defined for customers who have a low fre-
quency of purchases. Therefore, as stated in the missing value strategy section
for the low purchase frequency customers, the values for the Clumpiness feature
are imputed by a missing value strategy. If the dataset consists of customers
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with more frequent purchases, substantially more than 3, less values for the
clumpiness measure score would be invalid, therefore none or less values have to
be imputed with a missing value strategy. In this way the features Clumpiness
and ClumpinessCat could be more valuable. Alternatively, if the customers
bought items more frequently in the dataset, features or models based on time-
series could be developed to improve the predictive performance of the algo-
rithms/models. Another limitation is that the data does not contain customer
behaviour data from the site, so e.g., log in time, page views, clicks etc. This
data has information about customer behaviour and therefore could be valuable
data to predict customer behaviour.

Recommendations

Based on this research, the author would recommend to use one of the advanced
algorithm /models, so either RF, GB or ANN as the algorithm/model to pre-
dict customer churn. These algorithm/models with the right feature selection
and hyperparameter optimisation are all relevant. Based on the accuracy per-
formance, the author would suggest RF and based on recall the author would
recommend ANN or RF using a different threshold, however this would result
in more false positives than for RF, as stated in the conclusion section. Based
on F1 score the author would recommend either ANN or GB, where GB has a
slightly better accuracy than ANN.

In this report training and testing on a reduced time window decreased the
predictive performance of all the algorithm/models. Therefore, it is preferred
to use all the data instead of using a reduced time window of the dataset. The
most important feature to predict customer churn is the Recency feature based
on mutual information with the response variable. Other important features are
the Frequency and the missing value category feature because they end up in
most of the models. Where the missing value category is a categorical require-
ment that has not been filled in by the customer when enrolling in the company’s
customer database. So, this could indicate that missing enrolling requirements,
used as a separate category, gives an indication about the customer or how he
looks against doing business with the company. Removing the RelationaLength
feature and the clumpiness features by the algorithm/model which included one
or both of these features, decreased the performance of those algorithm/models.
Therefore, the author would recommend to extent the RFM model to RFMCL
model. It can be a valuable extension because the RFM model does not include
customer relation length and how the purchase are spread over time, clumpy or
not clumpy. The clumpiness features could especially be relevant for a dataset
where the frequency of events is high, because if the frequency of events gets
low, lower than 3, the clumpiness measure score is not well defined. Besides that
RelationaLength, the Clumpiness and ClumpinessCat features are predictors of
customer behaviour, those features could be relevant features for the analysing
software as well. Companies could use these features for analysing customer
behaviour, they could use these features to target, segmented or use different
marketing/retention strategies for their clientele. As a missing value strategy,
the author would suggest to consider the missing values for the categorical fea-
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tures as a separate category. For the numeric features the author would suggest,
if the correlation with other features is low, to use the mean/median imputation
strategy.

Future work

Future work could be based on e-commerce data only, with data that contain
customer behaviour data, e.g., login time, page visit etc. In this way, cus-
tomer behaviour could be predicted more accurate by the algorithm/models.
Another suggestion would be to test the clumpiness features on a dataset where
the frequency of purchases or visits is more frequent, so is present in the data
substantially more than 2. On such a dataset it could be interesting to derive
features from timeseries data and/or make timeseries models to predict customer
churn. Another suggestion for future work is to investigate if it is beneficial,
to extend the segmentation from RFM to RFMCL for the companies’ analysis
and marketing/retention strategies. A more simple addition could be to test if
adding those features to the software is beneficial for the companies’ analysis
and marketing/retention strategies.
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9 APPENDIX

9 Appendix

9.1

Assumptions algorithms/models

9.1.1 Logistic regression

1.

The response variable is binary. This is true the response is a binary
classification.

. The observations are independent. Not sure, each customer has a unique

id, however it is totally possible that a customer uses multiple ids.

There is no multicollinearity among explanatory variables. This is not
true as mentioned in the multivariate analysis there exist multicollinearity
among the explanatory variables.

. There are no extreme outliers. This is not true there are outliers even

after the log transformation of monetary and monetary average.

There is a linear relationship between explanatory variables and the logit
of the response variable. This is true, in the multivariate analysis, there
is found correlation between the response variable and the explanatory
variables.

The sample size is sufficiently large. True, according to Bujang et al.
(2018)) n = 100 + 507 where i refers to number of independent variables in
the final model. There are in total 118 features so n=6000 is smaller than
15490 customers who are in the reduced model.

9.1.2 Naive bayes

1.

All features are independent (conditional independence). Not true, as
mentioned in the multivariate analysis there exist correlation between the
features, therefore there is no conditional independence.

. (Gaussian) Naive Bayes assumes that continuous values associated with

each class are distributed according to a normal (or Gaussian) distribution.
Not true as mentioned in the univariate analysis, monetary value is after
the log transformation not normally distributed. This applies for multiple
numeric features, mostly because the distribution is skewed positive.

9.1.3 SVM

1.

It assumes data is independent and identically distributed. Not true as
mentioned in the multivariate analysis there exist correlation between the
features.
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9 APPENDIX

9.2 Software listing
1. Python

2. Pandas

3. For the machine learning algorithms and validation the sklearn packages
are used.

4. Matplotlib

5. Seaborn
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