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Abstract

The research done in this thesis will help the health care sector by modeling
the elderly care system in the Amsterdam region. The development of a macro
model is crucial in order to understand the dynamics of the system, the effect of
policy changes, the behaviour of the system on the long-run and to gain insight
into the occurrence of bottlenecks.

The macro view is used to construct two different models: (1) a model based
on a system dynamics approach and (2) a discrete event simulation model. The
systems dynamics model uses a deterministic recursion relation to determine the
state of the system and is not dependent on stochastic elements. The second
model is based on discrete event simulation, where the state of the simulation
depends on stochastic elements. The following are randomly drawn from a dis-
tribution in this simulation: service times, arrival times and transfers. These
models are then used to observe and study the behaviour of the system given
various parameters.

A source for inefficiency in the elderly care system is the presence of deadlocks.
Deadlocks occur when people waiting at one location, block other patients from
entering service. This results in patients waiting unnecessarily, capacity that
is not fully used and possibly a system that gets stuck, requiring manual in-
terference to recover. This paper proposes a deadlock recovery and avoidance
method based on a linear program and integer linear program, where patients
are swapped simultaneously between locations. Such a swap may for instance
resolve a situation where patients block each other, resulting in a recovery from
the deadlock or avoidance of the deadlock. This method would require various
locations to co-operate and share information about possible transfers.

As can be seen the contribution of this thesis is twofold: (1) by development
of macro models that capture the dynamics of the elderly care system, insight
is gained into the current system and possible future alternatives, and (2) an
innovative patient relocating technique is proposed to increase bed efficiency
in the elderly care system, of which the effects are evaluated using the macro
models.

Keywords: System Dynamics, Queueing Theory, Discrete Event Simulation,
Deadlocks, Health Care, (Integer) Linear Programming
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1 Introduction

The population of the Netherlands is aging [15]; the percentage of the popula-
tion that has an age of 65 or older is increasing. Figure 1 shows the (expected)
growth of the elderly population in the Netherlands, between 2000 and 2060.
The grey area in figure 1 shows the growth of the population with an age be-
tween 65 and 79, while the darker area is the population older than 80. Moreover
figure 2 visualizes the increase in life expectancy. The dotted line in this figure
corresponds to the life expectancy of women and the solid line for men. The
increasing life expectancy and growing elderly population lead to a bigger bur-
den on health care in the Netherlands as older persons require more care. The
problem is twofold as the problem requires the healthcare to scale up, as an
older population requires more care, while the budget hardly grows. The acute
geriatric care of Amsterdam is not functioning optimally due to these reasons.

In 2017 a report was published that showed bottlenecks occurring in the system
of acute geriatric care [27]. Patients have to wait before they can move to a
nursing home or can be admitted by the hospital. The health of these patients
can then decline further while they need to wait, which results in patients that
cannot return home or need more rehabilitation than was expected. This is one
example of the many cases in which inefficiency in the system causes harm to
patients.

Figure 1: Expected growth in population of 65 years or older, taken from [15]



Figure 2: The increase in expected life expectancy, taken from [15]

The system described in the report 'Krakende Ketens’ [27] can be found in
figure 3. The complete system is quite complex as can be seen in the figure,
since patients can go from almost any location to any other location. Most
locations have a limited capacity concerning the number of patients that can be
simultaneously present. Patients can only transfer to another location if there is
capacity available at the destination location. The red lines show where, at time
of publication of the report, the bottlenecks occur in the system. Red dotted
lines show where no real bottlenecks were found, but here risks and areas of
concern were noted. Green lines show where no bottlenecks were found and
were not noted as areas of concern or risk. As can be seen most problems arise
at transfer points between different care providers. Examples for different paths
that patients can take in the system can be found in appendix A.



Figure 3: System sketch of care system of elderly patients in the Netherlands,
taken from [27]

Figure 4: Example of a path an elderly patients can follow in the system [27]

Figure 4 shows an example of a path an elderly person can take in the system.
As can be seen, bottlenecks occur when a patient transitions to temporary nurs-
ing home admission (in Dutch: Tijdelijke opname verpleeghuis). A temporary
stay at a nursing home can be necessary if the patient requires only temporary
care and does not require a hospital admission. Furthermore, there are two
areas of concern: after a temporary stay at a nursing home back to home and
to a prolonged nursing home stay. Some causes for these bottlenecks and areas



of concern are [27]:

e General practitioners (GP) do not have complete and/or recent informa-
tion about the paths a patient can take, leading to unneeded or incorrect
referrals.

e GP’s not knowing the available capacity at the nursing home, while this
is known at other locations such as the hospital.

e GP’s not knowing all the options for referrals, leading to more than nec-
essary hospital referrals.

e It is not clear if there is enough capacity for all the needed care at the
nursing home.

e When a patient is admitted to the nursing home, it is often not known
what kind of care the patient exactly needs. This makes it difficult to
make sure that a patients is sent to the right location and receives the
correct care.

The causes above show that in this case patients arriving at the nursing home
are not always receiving the correct care. This is due to incorrect referrals or
missing knowledge about the patient. Certain locations benefit from informa-
tion about available beds at other locations, e.g. hospitals know the available
capacity at the nursing home while GP’s (who can send patients from home
directly to the nursing home) cannot directly see the available capacity.

The main cause of these issues is an information mismatch, also resulting in
a capacity mismatch, between care providers, such as different hospitals and
nursing homes. This mismatch is mainly caused by the shortage of complete
system views. A systematic view could provide every care provider with an
insight into the causes of their bottlenecks, which may be dependent on other
locations. This research aims to provide a system view to study the effect of
policy and capacity changes on bottlenecks/waiting lists at transition points
between care providers.

First, a systems dynamics approach is chosen. System dynamics distinguishes
itself by focusing on a higher view of the system, where groups of patients are
followed, instead of following each patient specifically. This makes it possible
to simulate a larger system over a long time span, making it perfect to deter-
mine the effect of policy changes on a continually aging population. Secondly,
another model is built using a discrete event simulation approach. In discrete
event simulation each patient is followed as an individual, and each patient has
a different path and time in the system based on random elements. In this
model, the effect of stochastic elements is visible, since service and arrival times
are randomly drawn. Both models are used to research the effect of possible
deadlocks in the system, and how these can be detected, avoided or recovered



from.

Previous research of queueing and simulation models shows how effective simu-
lation can be in optimizing various health care systems [24][20]. A paper written
by Dangerfield et al. [13] has also shown how system dynamics can be used in a
health care setting and how it helped hospital management by obtaining a clear
overview of the system. Koizumi et al. [21] have introduced the possibility of
blocking in a open queueing network to study the congestion and bottlenecks
found in a system of mental health institutions. The inclusion of blocking meant
that stream congestion could take place, where facilities with limited capacity
could block a transfer, at which point this blocked transfer could block another
transfer at their current node. The detection and recovery of deadlocks in a
discrete event simulation model of a health care setting has been previously
studied by Palmer et al. [25], the researchers used a motivating example of a
system with a hospital and community care, where patients can block others
from entering service. This research provided a deadlock detection and recovery
method based on wait-for-graphs that can be constructed for a given state in
the discrete event simulation model.

The paper contributes by providing macro models that can be used to un-
derstand the system of elderly health care system and what effects the future
might have on the system. This research differs from previously done research
by building these models from scratch to simulate the different aspects of the
elderly health care system more precisely. The second contribution of this paper
is a proposed method for allocating patients used to increase efficiency of capac-
ity. This proposed method is based on the concept of deadlock detection and
recovery, where deadlocks are recovered by using a linear program to determine
the optimal transfers at specific times.

This thesis is structured as follows: section 2 introduces the model used in
the rest of the paper, section 3 gives an overview about literature related to
topics discussed in this paper. Section 4 and 5 are about the system dynam-
ics model. In section 4 the model is explained, while in section 5 the various
situations are evaluated in the model to obtain understanding about the macro-
model. Section 6 described the discrete event simulation model used, followed
by section 7 that gives a sketch and parameters used, similar to reality and the
results that follow out of these parameters. The thesis concludes with section
8: the conclusion and section 9: the discussion.



2 Model description

The model used for this paper can be seen as a network of queues. In this
network each node represents a location or a group of locations, where elderly
patients stay to receive care. A network of queues is chosen, given the impor-
tance of the interaction of different locations. A visual representation can be
seen in figure 5. This figure shows a network of two nodes (A and B), but in
general the network could include any number of nodes. Each node has a queue
without a maximum queue size (seen at 1. in the figure), followed by a queue
with a maximum size (see 2. in the figure). Note that for this paper the queue
in front is assumed to have a maximum size of zero, unless stated otherwise, to
more closely resemble the elderly health care system. A patient waiting in one
of these queues waits at home and his place in the queue is saved digitally. Each
node has a maximum number of servers, after service each customer can either
leave the system (see 4.) or request service from another node. A server a bed
where the patient receives care, or a room in a nursing home or a hour of home
care of a professional, it depends on the location of the server. Patients that
require care from another node can immediately move to this other location if
capacity is available at the destination node. Patients join the queue in front
of the node (see 2.), if no capacity is available at the destination node. If the
queue in front is also full the customer has to wait at his current node (see 5.).
A customer still occupies a server, if he/she has to wait at his current node after
service. This resembles a patient that still requires care after a hospital visit,
but cannot yet move to the nursing home, he then needs to stay longer at the
hospital.

Next, some terminology and symbols will be explained that will be used in
the remainder of the paper. Each location is numbered i € I, where I is the
set of all locations, note that |I| = n, where n is the number of locations. The
capacity C; is the maximum number of patients that can receive care or wait at
location 4 simultaneously. P and p capture the transfer percentages for which
the definition is similar between the two models of this paper, but differs slightly.
P, ; is used in the system dynamics model and denotes the percentage of pa-
tients want to leave i for care at j every timestep. The probability of a patient
requiring care at location j after their service is completed at location i, p; ;, is
used in the discrete event simulation model, p can also be calculated using P.
Note that > . ;pi;j < 1, where 1 — 3. ;p;; is the probability of a customer
leaving the system after service at location ¢. The stock, S;, is the number of
patients in service at location i. The size of the waiting lists are denoted by
W; j, which is the number of patients waiting at location 4 to go to location j.
The number of patients waiting outside to enter service at node j can then be
captured in Wy ;. The rest of this section will include assumptions made for
this model and a definition of deadlocks.
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Figure 5: Illustration of the model with two nodes

2.1 Arrival and service process

The described model includes arrivals and departures to and from out of the
system. These arrivals to and from outside the system can modeled in various
ways:

e The outside population can be modeled as an extra node (node 0), but
without a capacity. This is useful if outside arrivals and departures are
heavily influenced by customers that are present in the network.

e The outside population can also be seen as a constant or determined by
a formula, which is useful if the population mostly remains around the
same size, or if the inflow is given by a parameter-dependent function.
This function can be a sine function to represent a seasonal effect. In
the rest of this paper the outside population will often be modeled by a
constant or a given formula.

For queues it is often assumed that the interarrival and service times are ex-
ponentially distributed. In reality not all interarrival and service times are
exponentially distributed. There is a possibility that some of these times more
closely resemble another known distribution or should be drawn from a specific
list of values. Service times and arrival times can be drawn using a specific
distribution, list of values or a deterministic value. However, for the rest of this
paper it is assumed that inter arrival and service times follow an exponential
distribution, note that in case of system dynamics these arrivals and depar-
tures are set at the expectations of their distribution, instead of drawn from the
distribution.

11



2.2 Priority between patient flows

Priority is an important aspect when capacity plays a role, as a patient can
arrive at institute j from n — 1+ 1 different flows. Where n is the number of in-
stitutes, 1 is subtracted, as patients cannot go from 7 to ¢ directly and 1 is added
to the possibility of arrivals from outside the system. Two different options are
considered for priority setting. Absolute priorities, this means one source is pri-
oritized above the other, this can be defined for each institute separately. The
other option is wait list dependent priorities, longer wait list are prioritized.
These priority settings are chosen since absolute priorities are frequently dis-
cussed in literature, but also flexible enough to approximate a real-life practical
situation. Wait list dependent priority is chosen to provide a possibly more fair
capacity allocation.

Absolute priorities

Absolute priorities means that patients from i are always prioritized over pa-
tients from j, such that patient from j can only transfer if there is no patient
waiting from ¢. This can differ per institute, so the priorities will be presented
in a matrix X. Where each row consist of integers from 0 to n — 1 (or n if
outside the system is included), where a lower integer means a higher priority.
0 1 2
For example if X = |z21 22 23|, for this priority setting patients from
3,1 T3,2 733

location 1 to 0 has priority over patients from 2 to 0, see the first row, second
and third column z; » = 1 < 2 = z 3, therefore a transfer from location 3 to 1
can only happen if the waiting list from location 2 to 1 is empty.

Wait list dependent priorities

This type of priority gives priority to patients from a long waiting list. Patients
from one source could first be prioritized over all the others, while the next time
all the others could be prioritized, depending on the size of the waitinglists.
This can be seen as a fairer option than absolute priorities, since it is less likely
that a patient has to wait indefinitely.

No priority

It is also possible that no priority setting is given. This would mean that no
patient type is prioritized over the other. It might be helpful in optimization
scenarios, where priorities might interfere with the optimal goal, for example
keeping the waiting lists as small as possible. Note that this option is only
possible when using optimization form with an objective to determine the best
priority values.

12



2.3 Deadlocks

Deadlocks, also known as grid locks, is what happens when a subset of customer
(or patients in this case) is blocked directly or indirectly by customers in that
subset. The definition of a deadlock given by [25]:

Definition 2.1. When there is a subset of blocked customers who are blocked
directly or indirectly by customers in that subset only, then the system is said
to be in deadlock.

An example of a deadlock can be seen in figure 6. Patients in the hospital wait
for community care and patients in the community care wait for a bed in the
hospital, resulting in a deadlock if the capacities are fully used [25]. This results
in a suboptimal state, since patients that are waiting at the wrong node, receive
the wrong care, at perhaps a higher cost. The following can be concluded from
the example: deadlocks are a result of blocking. If a patient is blocked due
to no available capacity, he/she then remains at the node and blocks possibly
other patients from entering this node. This problem is inherent to simulation,
as in real-life situations ad hoc decision making is common for solving these
kind of problems. This creates the following strategy for handling deadlocks in
a simulation model:

1. Identify/detect deadlocks in a system

2. Recover from a deadlock such that the simulation can move on as intended.

Figure 6: Example of a situation where a deadlock might arise
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3 Preliminaries

Many studies have been conducted on how to model different systems in health
care. Examples are queueing theory in staff scheduling [24], discrete event sim-
ulation for more complex systems and system dynamics to test how different
health care systems behave when policies change. This paper aims to use sys-
tem dynamics in a system setting where capacities play an important role in
how the system behaves. First, system dynamics is discussed, which is a simu-
lation technique where the focus is on large scale system and long term effects,
which can be useful to see the effect of an aging population. Next, queueing
theory is discussed to understand the theory behind this system, for the basics
of systems where queues play an important role. Discrete event simulation is
also discussed, as this provides a simulation possibility for systems too complex
to analyze using queueing theory. Discrete event simulation can also be used as
comparison with system dynamics.

3.1 System Dynamics

System Dynamics is a mathematical modeling technique developed during the
1950’s to help managers obtain more understanding on industrial processes.
Nowadays it is used in many fields to obtain understanding from a strategic
level. Primary elements of a system’s design are feedback, flows into stocks and
delays. Feedback is the effect a change in one flow or stock has on another flow
or stock. Flows is the flow from one stock to another or from outside of the
system to inside the system or the other way around. Delay is the time it takes
for an effect to take place. Finally stock is the amount or level of a specific entity.

The building process of a system dynamics model can be dividend in two differ-
ent parts, since there are two different kind of models: causal loop diagrams and
stock and flow models. Causal loop diagrams captures the interaction between
different variables, an increase in one variable could mean a direct or indirect
increase/decrease of another variable. This is done by drawing arrows between
different variables, not these variables and effects are not quantified and the
arrows only show the relation between the variables. Causal loop diagrams are
often used to gain insight into the structure of the system, however it lacks
precision. The size of the different effects in this causal loop diagram are often
hard to see, and therefore it is hard to determine the behaviour of the system.
The stock and flow model provides more precision by quantifying the different
variables and effects. This starts by identifying different stocks and flows, what
objects are important to keep track of in the system. These stocks could for
example be the number of people in a hospital or the gallons of water in a
bucket. Flows are the interaction between different stocks, where a decrease in
one stock, means a increase in another stock, this interaction could be direct or
with a delay. The size of these stock and flow can also be dependent on variables
that can neither be defined as stock or flow. A stock and flow model for the
amount of water in a bucket could have the position of the tap as important

14



variable. The strength of system dynamics is utilised by simulating the stock
and flow model, this is done in discrete time or continuous time, where stocks,
flows and variables are calculated using a list of equations. Note that this differs
from other simulation techniques such as discrete event simulation, since run-
ning the same model twice will result in the same outcome (stochasticity does
not play a part in the simulation of system dynamics) [28].

Various researchers have shown the use of System Dynamics in health care
issues. Dangerfield et al. [13] have shown that research has been done on the
use of system dynamics on various different health care scenarios, such as dental
care in the Netherlands, where a large model was built for the system, which
was then used to help different clients understand the model. Another situation
used in the paper was one where hospital management was researching a new
beds management, but had the tendency to "fight fires”, solve the symptoms
and not the cause. Again, System Dynamics helped by providing a model with
a larger scope. For the model they built see appendix C [30]. This paper aims
to expand on the previous done research by including the possibilities of dead-
locks in the SD model and a direct comparison between the SD model and a
simulation model with stochasticity.

3.2 Queueing theory

Queueing theory covers the study of queueing models, often used to describe
real life stochastic situations. Examples include but are not limited to health
care [24], traffic [19] and airport security [17].

Queueing theory is often applied in health care to help decision making re-
sulting in lower waiting times and lower overall costs. Queueing theory can be
used in reducing medical costs that are on the rise, due to a increasing life ex-
pectancy and aging population [24]. Applications of queueing theory in health
care are abundant, examples include but are not limited to:

e Resource scheduling, such as: staff, bed and rooms managment

e System design of various elements, for example accident and emergency
design.

e Analysis of abandonment, variable arrival rates, queue disciplines and lim-
ited capacities, to name a few.

This paper uses the basics of queuing theory to gain insight into the working of
the elderly health care system. For more theory about the basics of queueing
theory see appendix B.

3.2.1 Network of Queues

Many stochastic situations can be modeled using queueing theory with one
queue, whereas multiple real-life situations cannot be modeled correctly and
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accurately by a single queue and require a system of more than one queue, such
as the system of elderly health care. This is where a network of queues is often
used, ranging from tandem queues to more complicated network of queues. A
tandem queue is perhaps the simplest non-trivial system of queues [23], see fig-
ure 7 (in this figure the nodes can be seen as queue and servers in one, so the
node of B contains a queue and servers).

Figure 7: Example of a tandem of queues

Jackson networks are often seen as more complex, since a customer is not lim-
ited to moving forward in the system. For an example of a visual representation
see figure 8. A network of queues is called a Jackson Network if it satisfies all
of the following [23]:

e The network has N single-station queues.

e The ith station has s; servers.

e The waiting room at each station has infinite capacity.

o Customers outside the system arrive at station ¢ according to PP(\;).
e Service time at station 4 for all customers are i.i.d. Exp(u;).

e Customers finishing service at station i join the queue at station j with
probability p;; or leave the network altogether with probability r;, inde-
pendently of each other. Note that r; + > ;Pij = 1, meaning that after
service all customers either leave the system or move to a station to receive
service.

16



Figure 8: Example of a network of queues, where each node is a queue with
servers

Jackson networks have infinite waiting room capacity, therefore the system may
become unstable. If all service stations are stable, then traffic equations can be
used:

N
aj:>\j+zaipij7 1<j<N (1)
i=1
This can be rewritten in matrix form as:

a(l —P) =\ (2)
The system is then stable if (I — P) is invertible and
a; < Silbi, (3)

where s; is the number of servers at station ¢, y; is the service rate at station ¢
and a; is the total arrival rate at station j.

Assuming a stable system the limiting behaviour of the network, X;, can be
determined, where X; is the number of customers at station 7. This can be
combined to X to describe the system, where X is a vector consisting of X; for
all stations. So X = [X1, Xo,...Xy], where N is the number of service stations
in the network. Calculations and proofs described in [23] show that eventually
the limiting distribution of a stable network can be written in product form and
is given by:

p(ni,ng,...,nn) = p1(n1)p2(n2)..pon(nN), (4)

17



where:

pi(n) = pi(0)pi(n),i >0, ()

where p;(0) is given by the following:
si—1

Pl0) = [ (2 + ol el )

m=0

and p;(n) is given by:

p,<n>—{é<z::>”v H0<b<s 1

5" (_a; \n : .
97' (Siltqj) ’ lf n Z SZ

In this section only a Jackson network is described with the mentioned require-
ments. However, this can be extended to various other networks for which a
product-form equilibrium distribution exists. These networks are called BCMP
networks. A network is a BCMP network if the N queues are each one of the
following four types [4]:

e The queue has a first-come-first-served discipline. All customers types in
the system have service times drawn from the same exponential service
time distribution. The service rate can be state dependent, so the service
rate is p(l) when the queue has a length of [.

e Processor sharing queues.

e Infinite server queues.

e The queue has a last-come-first-served discipline with pre-emptive resume.
Next to that the following conditions must hold:

e External arrivals form a Poisson process.

e After service completion the customer will go from i to j with probability
. N
pij or leave the system with 1 — 327 | p;;

As can be seen for many different networks of queues a product-form equilibrium
distribution can be found. There are also some situations for which the network
is not a BCMP network and therefore does not have a product-form equilibrium
distribution, for example, when a queue has a maximum capacity. In this case
DES (discrete event simulation) provides a solution, see section 3.3
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3.3 Discrete Event Simulation

As mentioned in section 3.2.1 discrete event simulation provides a solution for
queues or network of queues that are hard or impossible to solve analytically.
Applications range from traffic [8] to health care [20], and many more.

Discrete event simulation is a popular modeling technique [26], as it is flexi-
ble compared to queueing theory and is faster than its counterpart continuous
simulation. Discrete Event Simulation differs from continuous simulation in
how the simulation is ran. In continuous simulation, changes to the state of
the simulation are made continuously by using differential equations. In DES,
the system stays the same until the next event. For example: if congestion at
an emergency department (ED) is modeled using DES, then the state would
be the number of patients present, whereas events are newly arriving patients,
abandoments, and patients that completed treatment at the ED.

For the same reason that queueing theory was used in health care, DES is
used. The cost of health care was rising and some aspects of health care needed
to be optimized to reduce costs [20]. DES could be used to focus more on com-
plicated systems than queueing theory. Examples are similar to the examples
given in section 3.2, for example the scheduling of staff and other resources, but
also admission rules, i.e. what patients to admit when and where.

3.4 Comparison between System Dynamics and Discrete
Event Simulation

Simulation is often used to model and analyze various complex and dynamical
systems. Discrete event simulation (DES from now on) is often preferred, as
one can follow the path of the entity in detail. Possible systems are for example:
health care, modeling the journey of the patients, call centers, pandemics and
many more. System dynamics (SD from now on) is less used, however, system
dynamics can provide a macro-view of the system, showing the effect of param-
eter changes on the entire system. The differences between DES and SD are
summarized in table 1, and while other uses for DES and SD are also possible,
the table shows what each method is most used for [7].
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DES SD
Scope Operational, tactical Strategic
Importance of variability High Low
Importance of tracking High Low
individuals
Number of entities Small Large
Control Holding(queues) Rates(flows)

Relative timescale Short Long

Purpose Decisions: optimisation, Policy making: gaining
prediction and comparison understanding

Table 1: Comparison of DES against SD [7]

As can be concluded from table 1, DES is best used for operational decisions,
such as day-to-day management of departments, while SD can be best used to
provide insight on the effect strategic decisions have on the state of the system.

3.5 Linear programming

Linear programming is included in the preliminaries, since the method for solv-
ing deadlocks in the system is based on a LP. The definition of a linear program-
ming problem is either minimizing or maximizing a linear function adhering to
given linear constraints (equality’s or inequalities)[14]. This would result in the
following format:

min/maxr c'x (8)
st. Az >or<B (9)

Where x are the decision variables, these are the variables to be changed to
obtain the optimal solution. A and B are constants and A a matrix and B a
column vector. Finally c'z describes the objective function which to maximize
or minimize, in scalar form: c;x; + coxo + .... + ¢, x,, Where ¢;’s are constants.
Ax > or < B describes the constraints, in expanded form:

1121 + a12%2 + ... + a1, Ty > or < by

p1%1 + Ap2T2 + .. + AppTp > or < by

There are various strategies to solve a LP(ranging in speed) and also various
commercial solvers available to solve LP’s. One of the most well known is
perhaps simplex, this boils down to searching for the optimal solution in all the
corner points of the feasible region.
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Integer Linear Programming

Integer linear programming is a variation of linear programming where addi-
tional constraints are added, namely that the decision variables need to be
integer. It is also possible that some of the decision variables need to be integer,
which is known as mixed integer linear programming. The reason that integer
linear programming is different from linear programming becomes clear when
looking at an example and its graphical counterpart. The following LP problem
is used:

maxr 2x1 + To
st. x1+x2 <10
21’1 § 15

The visual counterpart can be seen in figure 9, where each line represents the
border of a constraint, and the blue area represents the feasible region of this
problem. The optimal solution will be found at one of the following points, the
corner points: (0,0), (0,8), (2,8), (7.5,2.5) and (7.5,0), with objective values 0, 8,
12,17.5 and 15. It is easy to see that the optimal solution is (1, x2) = (7.5,2.5).
However, when the following constraint is added: x1,zs € Z, the feasible region
is reduced to the following points visible in figure 10. As can be seen, the
previous optimal solution is unobtainable. If all the corner points of the feasible
region would be integer, then problem can be solved similar to that of its LP
counterpart. In many cases the corner points are not integer and therefore these
(mixed) integer linear programming problems require another solving strategy.
One of these strategies is called branch & bound [22], here first the bounds are
set. The upper bound is equal to the optimal solution of the LP without integer
constraints (also called the LP-relaxation), and the lower bound is set at —oo,
in a minimization problem the lower bound is set according to the LP relaxation
and the upper bound is set at co. Next, branching takes place, which means
that the feasible region is split, and each branch is solved independently. This
branching process stops when the upper bound is reached or all the branches
result in integer optimal solution or infeasible solutions. Using the branch &
bound method the optimal solution of (z1,22) = (7,3) can be found.
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Figure 9: Feasible region of the given constraints

Feasible region of the given constraints

14 —_— 4 Ez= 10
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Figure 10: Feasible region of the given constraints and added integer constraint

Tips & tricks

There are various trick to model non-linear features in a linear way, such that it
can be used in LP’s and ILP’s. Some of these useful tricks will be explained in
section D, namely how to model: absolute values, min-max objective, either-or
constraints and conditional constraints [6].
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4 System Dynamics: Methodology

To describe the system of elderly health care in the Netherlands various options
were considered, such as a model based on a system dynamics approach. This
section will describe how this model is built and how it functions. This system
will then be used in section 5, in which the behaviour will be analyzed using the
following system configurations:

1. Flow is determined using the determination method where the previous
timestep is used. Absolute priorities are used, and flows within the system
are given priority over flows from outside the system. This configuration
will from now on be called configuration current practice, as it most re-
sembles the current practice. If needed the configuration where priorities
are given for flows oustide the system are also given.

2. Flow is determined using the basic LP, without any priorities given. This
configuration will from now on be called configuration optimization model.

4.1 System Dynamics model

The first model built for this project is a model based on the SD approach.
This started by identifying the flows and stocks. The stocks in this case are the
number of patients at different locations and the waiting lists to go from one
location to the other. Flows are the number of patients going from one stock to
another stock. The system is simulated in discrete time, meaning that at each
timestep the flow is determined, based on what is already known at the current
timestep and possibly what can be known in coordination with other locations.
These determined flows are then used to determine the stock levels for the next
timestep.

Parameters, variables and formulas

Important variables in the system include stock level, waiting lists, flow level,
fresh flow level and available capacity. Stock level is the number of patients that
are receiving service at a location, so S;(t) is the number of patients that are in
service at location ¢ at time ¢. Waiting lists are the patients that are waiting to
go from one location to another, so W; ;(t) is the number of patients waiting to
go from location ¢ to location j at time ¢t. Flow level, F; ;(t), denotes the number
of patients that transfer from i to j between time ¢ and ¢+ At. Fresh flow level is
similar to flow level, but instead of the number of patients that actually transfer
from ¢ to j, it denotes the patients that just completed service and want to go to
another location. Thus FW; ;(t) is the number of patients that just completed
service at 4 and want to go to j. Using the definitions of W; ;(t),F; ;(t) and
FW; (t), it is possible to say that F; ;(t) < W; ;(t) + FW; ;(t), since it is not
permitted to move patients that have not finished service yet. Finally, available
capacity is denoted by A;;(t) and is the available capacity at location j for
patients from ¢ at time ¢t. Therefore, the following must hold: F; ;(t) < A; ;(t).
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The following formulas are used to represent the system. The formulas are
determined with the assumption of absolute priorities and limited coordination
between locations. Absolute priorities is when flow with a higher priority needs
to have no waiting patients before a flow with a lower priority can happen.
Limited coordination means that the flow is determined purely on the state of
the system at the previous timestep (locations do not share information about

transfers).
FWi,j(t) = Pi’j * Sz(t) (10)

This formula defines how many fresh patients want to go from i to j, where fresh
can be seen as patients that just finished service and are not already waiting.
This is calculated by the multiplying the percentage of patients that go from ¢
to j, P; ;, and the number of patients that are not waiting at ¢ at time ¢, S;(t).

Aig(t)=Cj = Si(t) =Y Wjw(®) = > Fualt) (11)

kel kel:xp<zj

This formula can be seen as a placeholder for later, since this will be used only
in determining the flow. This flow determines how much flow can go from i
to j. This is done by subtracting the capacity of j, C;, with the stock at j at
time ¢, S;(t), which is then subtracted by the patients that are waiting at j to
go to any other location at time ¢, ), W ;(t). Finally, this is subtracted by
the flows that have a higher priority, which are using capacity that cannot be
used by the flow from ¢ to j, Zjel:fﬂk<lj F; ;(t). As can be seen for this formula
absolute priorities are used, meaning if the flow from ¢ to j has priority over k
to j, then the waiting list of ¢ to j needs to emptied before any flow from & to
j can be sent. The priority setting can differ per location, so the priorities will
be presented in a matrix X.

FiJ (t) = min(Al-yj, FWi’j(t) + Wi,j (t)) (12)

In this formula the flow is determined. The flow from i to j is restricted by
two values, namely the available capacity for patients from i at j, A; ;, and how
many patients want to go from i to j, FW; ;(t) + W, ;(t). As can be seen, the
flow is determined based on the state of the system at time ¢, therefore it is
possible that some capacity is unused, as the actual availability may increase
if patients also leave the destination location. Important to note is that for
equation (11), the values of equation (12) with a lower priority, need to be
known. Therefore, the order in which these formulas are used is important and
will be later elaborated in the form of pseudo-code.

Wi’j (t + At) = Wi,j(t) + FWiJ' (t) — Fi,j (t) (13)

Si(t + At) = Sl(t) + ZFj’i(t) — ZFWi,j(t) (14)

JeI JeI
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These formulas are used to update the levels of stock, S;(t+At), and the waiting
lists, W; ;(t + At), for the next timestep. The new value for the waiting list is
the level of the waiting list at the previous time, W; ;(¢), plus the new patients
that want to go from i to j, FW; ;(t), minus the patients that actually go from ¢
to j, F; j(t). The new value of stock is the old level, S;(¢), plus all the incoming
flows, ng F;;, and minus all the patients that want to leave, Zjel FW, ;.
These patients might actually still be at ¢, but at one of the waiting lists. It
is also possible to find out how many patients are at i, which can be done by
summing all the waiting lists at ¢ and adding the stock level of i.

The parameters, variables and formulas are summarized in the following table.
In the table it is also noted if the value of the variable is determined exogenous
(given outside the model) or endogenous (determined within the model):

Name Symbol Endogenous
or exogenous
Capacity C; Exogenous
Percentage
that Wan%s to go from i to j Pij Exogenous
begin time, end time and
- Exogenous
At
Endogenous
Stock level S;(t) (only starting levels
are given)
Endogenous
Waiting list W, ;i (t) (only starting levels
are given)
Flow level F; ;(t) Endogenous
Fresh flow level FW; ;(t) | Endogenous
Available capacity A ;(t) Endogenous

Table 2: Summary of all the variables and parameters in the system

Note that in some situations parameters might depend on the current time of
the system or on some other stock levels. This can be added to the system by
seeing the parameters as functions, for example the capacity C;. The value of
C; might increase per timestep, then C; = a, where a was a constant can be
changed to C; = a+ bxt, where b is the increment of the capacity per timestep.
This can be done for all the other parameters as well. The order in which these
formulas and variables are used will be elaborated in the following pseudo-code:
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Initialize the values of C,P begin time, end time, At, S(0), W(0) and
t=begin time;
while ¢ +At < end time do
for i € I do
sort I based on the priorities of location 4 (found in row z; .),this
sorted list can be saved in J;
for j € J do
FWi7j(t) = PiJ' * Sz’(t);
4 (1) = C; — 55(t)
= 2ier Wii(t)
- Zke[:zk<1j Fk’i(t);
F; j(t) = min(A; j, FW; ;(t) + Wi 5(t));
L Wi,j(t + At) = Wi,j(t) + FWi,j(t) - Fi,j(t);

| Si(t) + 2 e Fiit) = 2 er FWi(t)
L t=t+ At

In section 4.2 and 4.3 other options are discussed for priorities and flow deter-
mination.

A visual representation of a simple 2-location model as can be seen in figure 11.
There are two options for patients that want to move from Home to Hospital.
These patients can either move directly to the target location (Hospital in this
case) or move to the waiting list. The capacity determines how many patients
can move from Home to Hospital; if there is no capacity left then the patients
have to go to the waiting list. Patients in the waiting list still use capacity of
their location, so patients waiting on the waiting list from hospital to home
still use the capacity of the hospital. This model can easily be expanded to n
locations to represent a more complex and realistic system. Later visual rep-
resentation of the model will often be abbreviated to the representation seen
in figure 12, which is the same model as figure 11, the waiting lists are only
included in the box of the location. These waiting lists however are still present
and function the same as in figure 11.
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Hospital

U F
Waiting list from home to home;hospital Hospital
hospital P
FWhome hospital FWhospital,home
Waiting list from hospital to
Home g P

home
Fhospiral,home

Figure 11: Visual representation of 2-location model

/ \.

Home Hospital

\/

Figure 12: Abbreviation of the model shown in figure 11

4.2 Priority

This section will discuss what changes happen to the formulas if another priority
setting is chosen. Absolute priorities are already discussed in section 4.1, so this
section will only discuss waitlist dependent priorities.
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Wait list dependent priorities

This type of priority gives priorities to flows with a long waiting list. For
example, if an institute has 3 possible sources of flow, and each of the sources has
a waiting list, then each flow is the maximum available flow times the fraction
of the waiting list of that institute compared to the total waiting list. This can
be seen as a fairer option than absolute priorities, since every source locations
can use some capacity of the target location, therefore it will not happen that
patients from one location have to wait for multiple timesteps, while patients
from other locations use all the capacity. First, the total number of patients
that want to go to location ¢ have to be calculated, which is done by summing
the waiting lists and the fresh flows from every other location to i. The formula
can be seen in equation 15, where TW; is the total number of patients that want
to go to location .

TW; = (FW;i(t) + W;i(t)) (15)

Jjel

Next, the fraction of patients wanting to go from j to i of the total wanting to
go to 7 have to be determined, see equation 16.

FRy, = o (16)

Then, equations 11 and 12 are altered from section 4.1 to equations 17 and 18

Aj=Cy = Si(t) =Y Wia(t) (17)
iel
Fi’j (t) = mm(Aj * FRZ"J‘, FWi’j (t) + Wi’j (t)) (18)

As can be seen, A; ; is changed to A;, as it now represents the available capacity
at j, and instead of A;; in equation 12, A; * F'R; ; is used in equation 18, as
the flow from 7 to j can now only use a fraction of the total availability A;. If
F; ;(t) = FW,; ;(t) + W, ;(t) (the second argument of the min function), then
capacity is unused at j. It could be argued that this capacity should then
be used by another flow. However, this is not necessary. Assume there are
two source locations ¢ and j and one target location k, assume that F; ;(t) =
FWi7k(t) +Wi7k(t), thus Ap* FR; ;, > FW; , +W; , = TW x F R, i, resulting in
the observation that A, > T'Wj, and the fact that Ay« FR;, > TWyx FR; ) =
FW, + W; . It can be concluded that if F; ;(t) = min(A4; * FR; ;, FW, ;(t) +
W; ;(t)) = FW; ;(t)+W; ;(t), then all the flows to j are determined by F; ;(t) =
FWi’j(t) + Wi’j(t), for Vie I.

4.3 Determining flow levels

Two different options, without coordination and with coordination, are con-
sidered for the determination of flow from an arbitrary ¢ to an arbitrary j, in
the formulas noted as F; ;(t). The flow level can be determined solely by the
state of the system at the previous timestep, also known as determining the flow
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without coordination. For example, if location ¢ has a capacity of 100, and at
time ¢ has 90 patients, then at most 10 new patients can arrive at ¢ from other
locations. Priority settings needs to be given either absolute priorities or wait-
ing list dependent priorities to determine which 10 patients can be transferred.
This method assumes the worst case that no patient leaves the target location,
which is possible. One can immediately see that, while this option makes sure
that there will never be more than 100 patients at location i, it is not optimal,
since it is also possible that patients leave i, making total arrivals higher than
10 possible.

When looking at figure 12, it can be seen that these flows are linked. A flow from
home to hospital makes a larger flow from hospital to home possible. Therefore,
the flow determination can also be seen as an optimization problem, where con-
straints are given by the capacities and more constraints can be added to specify
different policies, also known as determining the flows with coordination. These
two different methods can be seen as situations where there is no/ limited coor-
dination between locations. Other locations may only look at how many beds
are free at a specific moment, versus a situation where there is coordination be-
tween location, where locations coordinate with each other on how to distribute
patients among the locations. The method with limited coordination was used
to construct the formulas above, in section 4.3.1 the option with coordination
will be explained.

4.3.1 Determining flow with Linear programming (with coordina-
tion)

Determining flow based solely on the state of the system at the previous timestep
might be inefficient, since a flow is only possible if the location has capacity
available that is not used by patients on the previous timestep or by incoming
patients of other locations with a higher priority. This method, however, does
not consider that patients also leave the location at the specific time making
room for more patients. Therefore, another option of determining the flow level
from ¢ to j for every pair of ¢, j is by solving an optimization problem, where we
have to consider several constraints. This optimization will have the following
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form:

min > Wi(t+ At (19)
(i,9)el

s.t. Fi7j(t) < FWiJ‘(t) + Wi7j(t) Vi,j el (20)
Ci > Sit+ At)+ > Wi (t + At) viel (21

jel
WiJ (t + At) = Wi7j(t) + FWZ'J' (t) — Fi)j (t) V’L,j el (22)
Si(t+ At) = S;(t) + > Fja(t) = Y FWx(t) Viel  (23)
jel kel

F; ;(t), W ;(t+ At), S;(t + At) > 0 Vi,j el (24)

Here line (19) is the objective function, in this case the objective function is to
minimize the sum of all waiting lists. Other possible examples for the objec-
tive function are: min } . oy wi; * Wi ;(t + At), where each waiting list has
a different weight, w; ; or to maximizing the flows: maz 3, o Fi;(t), or a
combination or something else desired by the user/policy maker.

Lines (20)-(24) show the constraints. Constraints (20) makes sure that flow
from i to j can never be bigger than the patients actually waiting/wanting to
go from ¢ to j. Constraint (21) is there to limit the number of patients at loca-
tion 4 to the capacity of i. Constraints (23) and (22) are similar to equations 14
and 13, as they are used to update the stock levels and waiting lists. Finally, the
constraint on line (24) are non negative constraints, since patients cannot be neg-
ative. Note that in this LP the following values are given: W, ;(t), FW, ;(t), C;
Vi, j € I, the following variables are decision variables: F; ;(t) Vi,j € I and two
variables are calculated using the LP: W; ;(t + At), S;(t + At) Vi, j € I.

The effect of coordination is show by means of an example, see figure 13 and
below.

Example 4.1. The example is a system with two nodes, both with a capacity
of 100. Each location has a stock value of 90 and 10 waiting to go to the
other location. This means that each location is fully using their capacity. The
method of flow determination without coordination will result in a deadlock,
since patient cannot go from A to B, since there is no capacity left and patients
can also not go from B to A. If this system uses flow determination with
coordination the patients waiting at each location could swap, resulting in a
system that does not get stuck in a deadlock
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Capacity: 100 Capacity: 100

Waiting list from Ato B B

Waiting:10 Stock: 90
A Waiting list from B to A
Stock: 90 Waiting:10

Figure 13: Example of a system, where the effect of coordination is visible

Possible additions to the LP

Extra constraints or other objective function could also be added to this LP. For
example, it is possible to use absolute priorities, which can be done by adding
constraints. Normally this could be done by an if-then statement, namely if the
flow with the highest priority has no waiting list with the determined flow, then
flow with second-highest priority may be larger than 0, otherwise this flow has
to be one. This would result in the following statement: if W; (¢ + At) > 0
then Fjj =0, else Fj;, > 0 and this should hold for every pair of (¢,7) where i
has a higher priority then j. This could also be translated to an or-statement,
namely: W, ,(t + At) < 0 or Fjj < 0. This can then be modeled to an ILP

by

constraint as follows|[6]:

Wi7k(t + At) <0+ My; ik
Fip <0+ M1 =y
Yij € {0, 1}

Where M is a large constant and y; ;1 is introduced as binary variables to make
sure that at least one of the constraints hold.

It is also possible to limit the number of patients that are part of a swap.
The definition of a swap is the following.

Definition 4.1. A swap is the simultaneous transferring of patients to recover
or avoid a deadlock. After the swap, patients could occupy capacity that was
occupied before the swap, but became available due to the simultaneous trans-
fers.
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To limit the number of patients part in a swap the following variables and
constraints are added:

Z OF; < max_patients_in_swap (25)
el
OF; > Y (Fja(t) + Y _(Wi;(1) + Sit) = Ci (26)
jel jeI
OF; >0 (27)
OF; < max_patients_in_swap_of this_location (28)

A new variable OF is added to record the number of patients that are part of
the swap, arriving at location ¢ and could not have transferred without swaps,
since these patients use capacity that was occupied before the swap. The name
OF is chosen as short for overflow. In context, this could be done to simulate a
maximum number of beds/rooms that can be cleaned by a location. Constraint
(26) makes sure that OF; is at least the same value as patients arriving at lo-
cation ¢ occupying beds that were also occupied by patients before the swaps.
The right hand side of constraint sums the inflows, stock and waiting lists at
location ¢ and subtracting the capacity, resulting in the number of patients that
after the swap use beds, that were previously occupied before the swap. If no
swap was necessary for transfers to this location, then the right hand side would
become 0 or negative, constraint (27) then makes sure that OF; will not become
negative. Constraints (25) and (28) can limit the total number of patients in
the swaps or limit the number of incoming patients due to the swap per location.

These two additions can be used to determine the flow based on the current
time as described in section 4.1, maz_patients_in_swap in constraint (25) should
then be set to 0.

4.4 Multiple patients/customer types

In many realistic situations, multiple types of customers or patients use the same
capacity. Examples can be found in health care [3], call centers[5] and many
other industries. In the system dynamics model, different types of patients may
use the same capacity, but have different service rates or transition percentages.
This has various effects depending on the flow determination and priority set-
ting. The calculation of the fresh flow (FW) of equation (10) is changed to the
following:

FWi ja(t) = Piju* Sia(t), (29)

where P; ;; is the patient type dependent transition rate between location ¢ and
Jj, and S;;(t) is the stock value of patient type [ at location ¢, where L is the set
of all the patient types. If flow is determined based on the state of the system
on the previous time step and absolute priorities are given, then equation 11 is
changed to the following, (assuming that all patient types use the same type of
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capacity) :

A =C5 =Y Sjut) =D > Wja(t)— F', (30)

leL Jjel lel

where A; ;, is the available capacity at j that patients from 4 of type k may
use. The stock is calculated by summing all stock values of different patient
types(d_,cp Sj.u(t)) and the total number of waiting patients at location j is
calculated by summing all the waiting lists from j to other locations of all pa-
tient types(d_;c7 > 1er, Wiia(t)), where L is the set of all the different patient
types. F! is the sum of all the flows to the same capacity, but where the com-
bination of patient type and source has a higher priority, and L is the set of all
the patient types.

If the priority setting is wait list dependent, then equations 15,16 and 17 change
to the following:

TW,; = Z Z(FWj,i,l(t) + Wjia(t)

jeIlleL
o FWj’iyl(t) + Wj’iyl(t)
FRju= TW;
A =C = Sult) = > Wia(t)
leL jJjel lel

Lastly if the flow is determined based on the LP, most parameters change to
(i,7,1) to incorporate the patient type. This will results in the following basic
model:

man Z Z Wi’j’l(t + At)

(i,j)el leL

st Fiji(t) < FWiji(t) + Wi ja(t) Vi,jelIVlelL
S OSialt+ A+ Y Wit + At) < C; Viel
leL jEI lEL
Wi it +At) =W, .1(t) + FW; ;.1(t) — F; .1(t) Vi,j eIVl €L
Sia(t+ At) = Si(t)+ Y Fjaa(t) = > FWij(t) Viel,VleL

jel kel
Fija(t), Wi j(t + At), Sii(t + At) > 0
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5 System Dynamics: Model in equilibrium

To gain more understanding of the model, various aspects of the model are
zoomed into and explained. These aspects are the equilibrium state, the effect
of time dependent parameters and the effect the starting stock has on the be-
haviour of the system. Understanding the behaviour can help by determining
whether the system can reach equilibrium without problem or needed interfer-
ing.

5.1 Equilibrium of the system of a stationary system
Two-location model

The equilibrium state is the state the system converges to, over time and given
enough capacity. This is determined for a stationary system, meaning that the
parameters are not time dependent. Below, we illustrate the stationary behavior
using a simple two-node example. However, the principles are evidently valid for
a network consisting of n > 2 nodes. These techniques will then be used as well
for systems with time-dependent parameters. For this, the following scenario is
used: see figure 14. Firstly, the equilibrium state is found by running the model
without capacities, with two different starting values of the number of patients
at each location. This can be seen in figures 15 and 16.

Starting stock: 550
Capacity: 600

2% of constant 100 0.5%
Hospital

11% 5%

2% of constant 100 0.5%
Nursing Home

Starting stock: 275
Capacity: 300

Figure 14: Example used for determining the equilibrium state of a two-location
model with stationary parameters

34



Figure 15: The number of patients at the hospital over time, for two different
starting levels (blue and orange)

Figure 16: The number of patients at the nursing home over time, for two
different starting levels (blue and orange)

Both graphs show that the number of patients at the hospital and at the nursing
home will move to a equilibrium. This is independent of the starting state of
system, as two different starting states are used, and both move to the equilib-
rium. These runs are done without taking the capacity into account, as capacity
may stop the system from going into equilibrium. The number of patients at
equilibrium are 545.455 and 254.545 for hospital and nursing home respectively.
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While the equilibrium state can be determined by running the system long
enough, it is not known whether the system will go to equilibrium within the
given time and given capacity. Therefore, knowing the equilibrium without
running the system, provides insight into the demand of each location. Two
different approaches are considered and elaborated in the sections 5.1.1 and
5.1.2. Afterwards the equilibrium state will be used to analyze various starting
situations.

5.1.1 Inflow equals outflow

For the first approach it is considered that in equilibrium the inflow at one loca-
tion should be the same as the outflow. The number of patients at equilibrium at
a location does not change, meaning that: S;(t+At) = S;(t)+ Flow;, — Flowyy:
and in equilibrium S; (¢t 4+ At) = S;(¢), then Flow;, = Flowy,:. This means that
the Flow;, = Flowy,; has the following structure for each location:

D Fit) =) Fij(t) (31)

jer jeI

Which can be rewritten to, (given that FW; ; = F; ;, which is true if no waiting
lists are created):

ZP]7*SJ :ZP?’]*Sz = (ZPZJ)*Sl (32)

jeI jeI jer

For example in figure 14, the Flow;, = Flow,,; equation for hospital is the
following:
0.02 % 100 4+ 0.11 % S,, = (0.05 + 0.005) * S}, (33)

and for the nursing home it would be:

0.02 % 100 + 0.05 % S, = (0.11 + 0.005) * S,, (34)

This system of equations can be solved by hand to obtain: S, = % ~ 254.545
and Sp, = % ~ 545.455. Doing this by hand, when the system includes more
locations will take too much time, therefore we will rewrite these equations in
matrix form AX = B, with A = [0'055 _0'11} X = {Sh} and B = ﬂ

’ —0.05 0.115 )’ Sn 2|

The solution can then be found by X = (A~!)B

5.1.2 Queueing theory approach

The second approach is inspired by queuing theory and networks of queues
especially. Here, the number of patients at the equilibrium state is determined
by the following formula:

Si =i/ Wi (35)
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v; is the effective arrival rate of location ¢ and p; is the service rate of location
1. 7; can be calculated by summing all possible flows to i. All possible flows to
1 include the external arrivals, «, to the system, multiplied by the probability
that an external arrival moves to location ¢, pp;. The effective arrival rate of
arrivals from within the system are calculated by multiplying the probability to
go to ¢ with the effective arrival rate of the source, see equation 36. For each
location there is such an equation, resulting in |I| equations, with || unknown
variables, the ~;’s

_ Pji
Vi = @*Poi J 36
0, JGZI Ekelp]k; PY] ( )

These equations translate to a system of equations. Next, the service rate can
be determined using the following formula:

1
fi = = (37)
Zke[ Pik
The equations below are examples for the model seen in figure 14.
0.11
= 2 fe
Yh 0115 *Yn (38)
0.05
—— * Yy 39
2+ 5.055 7 (39)

These can be solved in the same way as described in section 5.1.1, to obtain

the following: ~; = 30 and =, = % Then the service rates are: pj = %
and p, = %, resulting in S, = 2% ~ 254.545 and S}, = M ~ 545.455 at

equilibrium. These values are equal to the ones found using the approach of
section 5.1.1.

n-locations

When there are more than two locations these formulas for determining the
equilibrium state of the system do not change, for an example see figure 17.
The results can be seen in figure 18, and correspond to the equilibrium state of
the system you can calculate by using the approach of section 5.1.1, which is
approximately 19, 21, 23, 26, 30 patients at locations a,b,c,d,e respectively.
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[A] 99%

60%

I:E] 70%

1%

Figure 17: A system of 5 locations

Figure 18: Results of the system seen in figure 17

Special cases

Special cases where the equilibrium state cannot be determined by the proposed
formulas are closed systems and systems with a flow of 100% per timestep. A
closed system is here defined by the following:

Definition 5.1. A system is closed if there is no possibility to enter or leave
the system, therefore the total number of entities/persons in the system remains
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constant.

The proposed methods do not work in case of closed systems, since the equi-
librium state is mostly determined by the number of patients the system starts
with. These patients will then be divided among the locations. However, run-
ning the SD model with a closed system, infinite capacities and a long enough
run time, the equilibrium state can be determined. The equilibrium state of
systems with a flow of 100% per timestep can not be determined using the pro-
posed approaches, as can be seen by the example of figure 19. In this case at
every timestep the patients at location A is fully sent to B, and patients at
B are fully sent to C, C' to D and finally D to A . The starting parameters
of this system can be found in table 3 and as can be seen in appendix E, the

equilibrium state of this system is not stationary but oscillates.

100%

[+ ]

100 %

100 %

2]

100 %

=]

Figure 19: Special case of a closed system with flows of 100% per timestep

[ ]

Location | Starting stock level | Capacity
A 100 1000
B 100 1000
C 100 1000
D 0 1000

Table 3: Starting parameters of the special case visualized in figure 19

5.1.3 Minimum capacities

Given the fact that a system has an equilibrium state, minimum capacities can
be determined. The definition of minimum capacities is given by the following:
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Definition 5.2. In the SD model, minimum capacities are the capacities needed
for the system to maintain its equilibrium state.

The minimum capacity depends on how the flow is determined; if flow is purely
dependent on the state of the system at the previous timestep, see section 4.3,
then more capacity is required than if flow is determined using LP which makes
swaps possible. Note that these minimum capacities are needed in the context
of the SD model, in reality stochasticity might require the system to have more
capacity at some or all locations.

First, the minimum capacities are determined, if flows are determined based
on the previous timestep. To determine the minimum capacity level, it has to
be taken into account how the flows are determined in the system and especially
how waiting lists are created. It can be seen from equations 11, 12 and 13, that
waiting lists are created when not all patients that want to go from i to j can
actually go. This is due to the fact that S;(t) + > ;o7 Fji(t) < crin If we
denote the equilibrium values of stock and flow by S; and F}; respectively, we
can say that in equilibrium: S7 +3,; F}; < Cmm . This is the first constraint
for a minimum capacity. The last constraint for a capacity is that the capacity
should be bigger than the starting stock level, S;(0) < C". Therefore, for the
following scenarios the capacity is set at C™" = S¥ + >jer Fri

However, flow can also be determined based on the LP proposed in section
4.3.1. This method requires less capacity as it provides the opportunity to swap
patients. Therefore, the minimum capacity has to be bigger than the equilibrium
state of the system plus the inflow and minus the outflow per timestep, which is
equal to the equilibrium of the stock or: C™" > S* + YerFri =2 By =
St.

5.2 Effect of time dependent parameters

Many realistic situations do not have stationary parameters, but parameters
that are time dependent or even dependent on other parameters, e.g. the in-
creasing elderly population. This might result in increasing flows from outside
the system. There might even be a seasonal effect, like a sine or cosine’s effect.
The equilibrium state of the system with a continually increasing or decreasing
in/outflow will not result in any stationary equilibrium state, since for a con-
tinually increasing inflow the equilibrium state would also increase. However,
given a seasonal, inflow it is possible to determine an average equilibrium state,
with which it is possible to determine a minimum capacity. For an example,
another look is taken at the example seen in figure 14. This example is altered
to the following figure 20, where the inflow from outside the system is not from
a population of a constant 100, but from a population determined by a sine
function: 100 + sin(t/100) * 50. The effect the sine function has on demand is
clear by looking only at demand, this can be seen in figure 21. This is done by
running the model without capacities. The demand/ the number of patients at
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each location oscillates as expected, given the sine function.

If the capacities are set on the level needed to serve everyone on average equi-
librium, there will not be enough capacity during the peaks of the function and
more than enough in the troughs. This shortage and surplus in the peaks and
troughs of the function would be the same, and the shortage at one moment will
result in waitinglist, but these will be completely solved in the troughs when
there is capacity left after helping fresh arrivals. When looking at figure 22, it
can be seen that even though the demand oscillates, when the capacity is set at
the level needed to serve the average of the demand, this capacity is completely
used. The reason why this capacity is completely used becomes clear in figure
23; the system uses this capacity to eliminate the waitinglist that are created
when there is not enough capacity during the peaks of the demand function.
Another option would be to let the capacity move together with the demand.
To summarize: if capacities are set on the level needed to serve everyone on
average equilibrium, then waiting lists will grow during peak season, but will
diminish during slow season and one can say that the capacity is enough.

2% of 100+sin(t/100)*50 0.5%
Hospital

11% 5%

2% of 100+sin(t/100)*50 0.5%
Nursing Home

Figure 20: Example of a two-location system with time dependant arrivals from
outside the system
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Figure 21: The demand per location of the example given in figure 20, without
capacities

Figure 22: The number of patients at each location, when capacities are set at
the minimum level required to serve all patients in the average equilibrium
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Figure 23: The number of patients waiting, when capacities are set at the
minimum level required to serve all patients in the average equilibrium

5.3 The effect of starting stock on the system

Now various starting situations of the system are analyzed to gain insight in
how the system behaves given a minimum capacity to serve the equilibrium
state of the system and the starting levels of the stock. The configurations used
for these analyzes can be found in section 4.

5.3.1 Configuration: Current practice
Every stocklevel starting below equilibrium

For the first scenario, every stock starts below or equal to equilibrium, S;(0) <
S} for every ¢ € I, where I are all possible locations and the capacity is set at
the minimum capacity described in section 5.1.3, namely capacity is set at the
equilibrium level of the stock plus the inflow at equilibrium. The capacity is set
at this level since a capacity lower than this will not have enough capacity to
sustain the equilibrium state and will therefore eventually fill itself with waiting
lists. First, this system (see figure 14) is ran with absolute priorities that priori-
tize the flow within the system. The results of these experiments can be seen in
figure 24 and 25. As can be seen in the graphs, if the stock levels start below or
equal to the the equilibrium level, then the stock will move to the equilibrium
state without issues, such as wait lists or deadlocks.

This can also be proven mathematically and be used for other priorities such as
prioritizing outside flows or wait list dependent priorities.
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Lemma 1. Given that all stock values start below the equilibrium, (5;(0) <
Sf,Vi € I), then the stock will move to the equilibrium state without issues
(wait lists or deadlocks)

Proof. Issues can arise when at one point a wait list is created (S;(t)+3_ ;¢ (FWj,i(t)+
W;iw) > Ci), we are certain no issues arise when no wait lists are created
(Si(t) + 2251 (FW;4(t) + Wiiy) < C;). Therefore, to prove that the system
will go from the starting position to the equilibrium position, the following needs

to hold:

Si(t) + Z(FWj’i(t) + Wj,i(t)) <C; = Sz* + Z(FW;Z + W;,i) (40)
Jjel jer

at any time ¢ and for all locations 7 € I. For ease of reading FW; ;(t)+W; ;) =
F]*z(t) Firstly equation 40 is rewritten to, assuming W; ;(t) = 0 for all t and
1’;]7:

Silt) + 30 Fult) = (41)

jeI
Si(t) + > Si(t)* Py < 87+ S5+ Py (42)
jerl jel

Therefore proving S;(t) < SF for all ¢ € I, is enough to prove equation 40. To
start we know that the start levels of the system are S;(0) < Sf, and given
equations 14,12,10, we can write:

Si(0+ At) = 5;(0) + > _(F;.4(0)) = Y _(Fi ;(0)) (43)

= Si(0) + Y _(8;(0) % Pji) = > _(Si(0) x Piy) (44)
jel jel
= Si(0) + Y _(8;(0) x P;i) — Si(0) Y (Pij) (45)
Jel jJEI
= (1=) (Pi;))Si(0) + > _(5;(0) = P;) (46)
jel jel

(47)

It is assumed that the outflow of i can arrive at any other location j without wait-
ing. This assumption can be proven by looking again at the state of the system
in equilibrium, in which it is known that there is enough room at j to receive the
flow from 4, since C; = S7 + >, F;. Given that S;(0) < S7 for all locations,
it can also be determined that F};(0) < F7;, therefore C; > S;(0)+3_,; F},:(0)
and flow from 7 to j can be received without any waiting times.

Given the following facts:

®p;=>0
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b ZJGI p"s.] g 1
o S =1=3er1ig)Si + 2 ;er(S; = Pyi)
We can conclude that:

o (1—=2 i (pi))Si(0) < (1 =3 ,c;(pi;))S;, since S;(0) < S and (1 —
> jer(pij)) =0

® > ier(85(0) % Pyi) < 325, (S7 * Pj), since S} > S;(0)

And therefore
S (04 At) < 57 (48)

This process can then be repeated and therefore generalized to :
Si(t) < 57 (49)

This proof works with any priority setting. Since priority only plays a role
when a wait list is created, meaning that the demand is bigger than supply at
a moment, or in the setting of this project: the patients want to move to j, but
there are not enough beds at j for all the patients. O

Figure 24: Patients at the hospital when starting below equilibrium for different
scenarios

45



Figure 25: Patients at the nursing home when starting below equilibrium for
different scenario

Every stocklevel starting above or equal to equilibrium

In this situation, every starting stocklevel in the system has a level equal or
larger than the stocklevels at equilibrium. The capacity is again set at the level
described in section 5.1.3.

Two outcomes are possible when every stock level starts at or above the equi-
librium level, and inside flows are prioritized. This becomes clear when looking
at the following example:

e Four locations (A,B,C,D) and the possibility of the in and out flow of the
system.

e Flow described by the following matrix:

A B C D Outside
Pya | Pap | Pac | Pap Py o
Ppa | Pe | Pec | PBD Ppo
Poa | Pop | Pec | Pe,p Pc.o
Ppa | Ppe | Poc | Pooop| Ppo
Outside PO,A PO,B PO,C PO,D PO,O

gQm >

Where P4 p is the percentage of patients wanting to go from A to B
per time step. Filled in:
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A B C D Outside
A 0 0.1 | 0.05 | 0.05 0.02
B 0.05 0 0.1 | 0.05 0.02
C 0.05 | 0.05 0 0.1 0.02
D 0.1 | 0.05 | 0.05 0 0.02
Outside | 0.01 | 0.01 | 0.01 | 0.01 0

Where the outside population is a constant 100.

e Given the in and outflow percentages the equilibrium state of the system
can be determined. This is 50 patients for each location. This would mean
that the minimum capacity (given that the flow is determined based on
the state of system the previous timestep) is approximately 61 for each

location.

e The capacities are each set at approximately 61.

e Priority is described by a matrix with same form, where P4 p is the pri-
ority level that patients from B have when going to A. This matrix filled in:

A | B | C | D | Outside
A 0111213 4
B 0o|1121]3 4
C 0o|1121]3 4
D oj(11]2]3 4
Qutside | 0 | 1 | 2| 3 4

As can be seen, flows within the system are prioritized compared to flows

from outside the system.

The first outcome is that the system goes to the equilibrium and the extra
population at the start is translated to a waitinglist in equilibrium that is pushed
outside the system. Two of the stocks are set at a starting level of 55, so the
total population at the start is 10 higher than the population in equilibrium.
What can be seen in figures 26 and 27, is that the stocks all move the equilibrium
state, where wait lists are created at the start of the system, but after a period
the wait lists are reduced to 10, which is equal to the surplus at the start of the

system.
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Figure 26: Number of patients at each location, when two of the stocks starts
each with 5 over the equilibrium

total waiting

patients

Figure 27: Number of patients waiting, when two of the stocks starts each with
5 over the equilibrium

The second option is that the system gets stuck in a deadlock. This becomes
visible in the following example: each stock is set to start at a level of 55, 5
higher than the stock in equilibrium. The result is visible in figures 28 and 29,
where the surplus is so big at the start that a deadlock arises, and therefore the
wait lists continually increases due to new arrivals that cannot enter system.
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Figure 28: Number of patients at each location, when all of the stocks starts
each with 5 over the equilibrium
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Figure 29: Number of patients waiting, when two of the stocks starts each with
5 over the equilibrium

While it is possible that there is a boundary to decide which option the situation
will go, in this paper the flow determination using the LP will be used to avoid
this problem.

When outside flows are given priority, the priority matrix changes to look like
this:
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W w ww w|lg

o

Outside

It is clear how the system will behave then. Since the flows from outside are
given priority, at least one of the flows within do not have enough capacity to
fully flow from one location to another creating a waitinglist. This waitinglist
will not recover and only become larger as it is not given priority and will there-
fore not have enough capacity, eventually creating deadlocks. This can be seen
in the results from the same system but now with only one location starting
above the equilibrium level. For this experiment, the starting levels of stocks
are 51,50,50 and 50 for locations A,B,C and D respectively, see figures 30 and
31.

Figure 30: The number of patients receiving service at each of the location in
the situation where flows from outside are given priority and at least one of the
location starts with more patients than in equilibrium.
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Figure 31: The number of patients waiting for transfer in the situation where
flows from outside are given priority and at least one of the location starts with
more patients than in equilibrium.

5.3.2 Configuration: optimization model
Every stocklevel starting below equilibrium

For the last configuration, the proof of section 5.3.1 still holds for when all stock
start below equilibrium. The system will still go to the equilibrium state of the
system without any issues.

Every stocklevel starting above or equal to equilibrium

In this situation every starting stocklevel in the system has a level equal or
larger than the stocklevels at equilibrium, the capacity is again set at the level
described in section 5.1.3.

Since the capacity for configuration 3 can be set to exactly the equilibrium
state, starting higher than this equilibrium would mean starting higher than
the capacity. Therefore the capacity is set at the starting level of the stocks.
In the following each stock is set at 55, and therefore the capacity is also set at
55, as can be seen in figures 32, each location moves to the equilibrium state
without creating any wait lists.
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Figure 32: The number of patients at each location, when all starting positions
are above equilibrium and each of the capacities are set at the minimum between
starting position and the equilibrium state
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6 Discrete event simulation: Methodology

The next model used is a discrete event simulation, to replicate the system of
elderly care in the Amsterdam region. This section will start with an explanation
of how deadlock recovery functions in this setting, then the pseudo code will
be elaborated and finally the validation results of simulation of M/M/1 and
M/M/C queues.

6.1 Deadlocks in DES

In networks where it is possible to directly or indirectly transfer between two
locations, there is a possibility that deadlocks occur. To detect whether the
system is in a deadlock, first a wait-for-graph needs to be constructed of the
state of the system. A wait-for-graph is dependent on the state of the system.
For example, a two location (a,b) system can be used, with each two servers.
When the system is empty or no patients are waiting, the system will resemble

figure 33.

Figure 33: Wait-for-graph of an empty two locations system, red nodes corre-
spond to location a and green to location b

Edges are added when there are patients waiting for capacity at another location.
For example, if the patient at server 1 waits for available capacity at b, then the
wait-for-graph will shows directed edges from server 1 to all servers of b, since
this patient waits for one of those servers to become available, see figure 34.
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Figure 34: Wait-for-graph of a two locations system, red nodes correspond to
location a and green to location b, with one patient waiting

The system is said to be in deadlock if the wait-for-graph contains a knot, which
is a strongly connected component containing no nodes with an edge to vertices
outside the strongly connected component. Two examples can be seen in figures
35 and 36. Figure 35 contains a knot and therefore the system is in deadlock.
Figure 36 does not contain a knot since the strongly connected part contains
nodes 1,2,4 and there are edges out of this strongly connected component to
node 3, therefore this system is not in deadlock.
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Figure 35: Wait-for-graph of a two locations system,in deadlock

Figure 36: Wait-for-graph of a two locations system, not in deadlock

When a deadlock is detected, the system can be recovered to a system with-
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out deadlock with the help of the LP described in section 4.3.1. The only change
to this LP is that for the DES the LP is changed to an ILP, since only an integer
number of patients can be send. Therefore the LP changes to the following ILP:

min > Wit + At) (50)
(i,5)eI
s.t. F; ;(t) < FW, ;(t) + W; ;(t) V(i,5) el (51)
Ci > Si(t+ At)+ Y Wi (t + At) Viel (52)
jel
F,;t)ezt V(i,j) el (53)

The values of F' are then used to determine which patients to swap, for example
if F; ;(t) = y, then the first y patients on the waiting list from 7 to j are sent
from 7 to j.

While the deadlock detection and recovery helps the system after it gets stuck
in a deadlock, it might be better to avoid a deadlock at all. This deadlock
avoidance could be done by running the LP after each service completion to de-
termine the optimal way of transferring patients. However, this might result in
running the LP unnecessary. The LP should only be ran when there are swaps
necessary to either avoid or recover a deadlock, or when a swap can help reduce
waiting times. A swap can reduce the size of the waiting lists and therefore
waiting times, by transferring patients that either block each other directly or
indirectly if the wait-for-graph has a cycle. Therefore, in the DES-model, the
LP will only be used when there are at least two patients waiting and when the
wait-for-graph has a cycle. The complete wait-for-graph is then unnecessary,
since a cycle would also be visible in a reduced wait-for-graph, where each node
represents a location instead of a server. Figure 35 would then be reduced to
the following: figure 37. For cycle detection depth-first-traversal is used, with
time complexity O(|V |+ |E|) [12], where V is the number of vertices/nodes and
E is the number of edges. For the wait-for-graph in this simulation V' is the
number of locations and E is lesser or equal than V2, so time complexity is
O(V|+|v2).
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Figure 37: Reduced wait-for-graph of a two locations system, in deadlock

6.2 Model and pseudo-code

The simulation is explained by pseudo-code as well as in text.

Start of the simulation

The simulation is started by drawing an interarrival time from an exponential
distribution and entering this as an arrival in the event list, as can be seen in
the pseudo-code.

Running the simulation

The simulation is ran as long as the time ¢ inside the simulation is smaller or
equal to the given end time. One event is processed at a time, after which the
next event is retrieved. The time ¢ is set at the time of the event. The type
of event determines how this event is process, an arrival requires other actions
than a service completion.

Arrival process

If this next event is an arrival, it is determined based on the external arrival
rates of each node to which node this patient goes. The patient tries to enter
service at his target node, this is possible if there are no waiting patients for this
node and there is a server free (S; < C;). The patient enters the waiting list for
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this node, if the patient cannot enter service at his target node. When a patient
enters service a service time is drawn from an exponential distribution and the
service completion event is added to the event list. After the arrival is processed,
a next arrival event is added to the event list, for which an interarrival time is
drawn from an exponential distribution.

Service completion

If the next event is a service completion, it is first determined whether this
patient requires care at another node, if this is the case, it is checked whether
this service can start. If the service can start or if the patient leaves the system
it checked what other waiting patients can transfer or start their service. If a
patient cannot start service or leave his current node, he waits at the current
node occupying a service spot. If there are two or more patients waiting in the
system the deadlock detection method is ran and if necessary possible deadlocks
are recovered or avoided.
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Algorithm 1: Pseudo-code of the DES-model

Initialize the starting values of the DES: C,p,begin time, end time,
S =0, W =0 and t=begin time.

Create an empty event list in which events and their times are saved
and add the first arrival.;

while t<end time do

[¢)

Retrieve the next event.
t is updated to the time of the event.
if The next event is an arrival then

Add new arrival event to the event list with an interarrival time
drawn from an exponential distribution.

Determine the target node (i) of the arriving patient based on
the external arrival rates.

if Si(t) + Zje[ Wi’j(ﬁ) < C; then

The patient enters service at node 7.

S; is increased by one.

A service time is drawn from an exponential distribution, the
service completion event is added to the event list.

else

The patient waits in the queue outside of the system.

Who,i is increased by one.

Ise if The next event is a service completion then

S; is decreased by one.

Determine next target j of the patient t, based on p, the
transition probabilities.

if the next target location j is within the system then

if Sj<t) + Zke[ Wj7k(t) < Cj then

The patient enters service at node j.

S; is increased by one.

Service time is drawn from an exponential distribution,
the service completion event is added to the event list.

It is checked whether other patients can start service as
well since there is now free capacity at 7. All these
service completions are as well added to the event list
and S and W are updated if necessary

else

Patient cannot enter service and has to wait at the

current node.
Increase W; ; by one.
Deadlock detection and recovery.

Ise
The patient departs from the system.

It is checked whether other patients can start service as well
since there is now free capacity at i. All these service
completions are as well added to the event list and S and W
are updated if necessary

)
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6.3 Validation

Validation of the simulation model is based on a few different theoretical models,
first M/M/1 and M/M/C. This is done to verify if the simulation works and
behaves as expected. Lastly, the model is also validated using a Jackson network.

6.3.1 Validation of M/M/1 and M/M/C queues

The single queue models M/M/1 and M/M/C only differ in the number of
server/agents are used, apart from that both models assume arrivals are drawn
from a Poisson process, service times are drawn from an exponential distribu-
tion and the queue capacity is infinite. These two models are chosen, since for
both models some statistics can be calculated without the need of simulation.
Validation will be done by comparing results from the simulation and the the-
oretical models of 5 different randomly chosen parameter settings. The results
used for comparison will be the expected number of customers in the system
(E(L)), expected time spent in the system(E(S)) and two service levels mea-
sures (P(W > t), P(W > t|W > 0)).

For validation purposes, the expected number of customers in the system (E(L))
or expected queue length(E(L,)), expected time spent in the system(E(S)) and
a service levels measure (P(W > t)) will be calculated using theoretical calcu-
lations and the simulations. The arrival rate (A) and the service rate (u) will
be chosen such that p = % < 1 for M/M/1 queues and p = ﬁ < 1 for M/M/C
queues. Since expected queue length can tend to infinity for arrival and service
rates for which p > 1. Calculations are done following the formulas given in [1].
For the random parameter settings and the validation results see tables 4 and 5.
As can be seen in the table, the results from the simulation and the theoretical
calculations differ slightly in some cases, but in general are very close. The sim-
ulation results could become more precise by running the simulation for longer
time periods if needed.

Situation gﬁgie()f c | A |pu |p

1 M/M/1 1 |10 |11 091
2 M/M/1 1 |1 (2 |0.50
3 M/M/1 1 8 1 0.63
4 M/M/c |6 | 15| 18 | 0.14
5 M/M/c 111202 | 091
6 M/M/c |3 | 10| 13| 0.26
7 M/M/c |5 |8 |3 |0.53
8 M/M/c |2 | 13| 10 | 0.65

Table 4: Configuration of the queues used for validation.
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Situation Simulation results Theoretical results
E(L) | E(S) | PW <0.5) | E(L) | E(S) | P(W <0.5)
1 10.05 | 1.05 | 43.46 10.00 | 1.00 | 44.86
2 1.00 0.99 | 68.83 1.00 1.00 | 69.67
3 1.62 0.32 | 86.70 1.67 | 0.33 | 86.05
4 0.83 0.06 100.0 0.83 0.06 100.0
5 16.90 | 0.84 | 74.51 16.82 | 0.84 | 74.91
6 0.80 0.08 100.0 0.79 0.08 100.0
7 2.87 1 0.36 | 99.48 2.85 0.36 | 99.51
8 2.23 0.17 | 98.77 2.25 0.17 | 98.45

Table 5: Validation results: the results of the simulation compared to that of
calculation based on theoretical knowledge of M/M/C queues.

6.3.2 Validation of a Jackson network

A Jackson network is a network of queues. For a detailed description see section
3.2.1. To quickly summarize a network of queues is a Jackson network if the
following conditions hold:

o If external arrivals are possible to a node, then these external arrivals are
formed by a Poisson process.

e All service times are drawn from an exponential distribution and cus-
tomers are served following a first-come-first-served policy.

e A served customer at node ¢ will go to another node j with probability
P;; or leave the system with probability r; =1 — ijl P ;.

e The utilization of every queue, p;, is less than one, so p; < 1.
e All queues have unlimited capacity.

For validation, the expected number of customers per node and in total between
simulation model and the theoretical model are compared. An example is used
with six locations (1,2,3,4,5,6), in total 600 customers arrive per time unit
for all six locations. These external arrivals are evenly distributed among the
location, therefore each location will have 100 external arrivals per time unit.
The following parameters are known:
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Node | ¢ | A wolr
1 24 | 100 | 30 | 1/6
2 351100 | 20 | 1/6
3 20 | 100 | 40 | 1/6
4 60 | 100 | 12 | 1/6
5

6

16 | 100 | 40 | 1/6
20 | 100 | 36 | 1/6

Table 6: Parameters used for the validation of Jackson network

The transition probabilities are given by the following matrix. Note that the
probability of a departure out the system is not in the matrix, but is 1 minus
the sum of the row. Each location has the following probability of a patient
leaving the system after service at the location: 1 — 5 x % = %
0 1/6 1/6 1/6 1/6 1/6

/6 0 1/6 1/6 1/6 1/6

1/6 1/6 0 1/6 1/6 1/6

1/6 1/6 1/6 0 1/6 1/6

1/6 1/6 1/6 1/6 0 1/6

1/6 1/6 1/6 1/6 1/6 0

The validation results can be found in the following table:

Node | E(L) - simulation | E(L) - theory
1 21.08 21.49
2 31.73 31.71
3 15.54 15.48
4 49.78 50.59
5 24.52 25.95
6 18.28 18.36
Total | 160.93 163.58

Table 7: Validation results from the simulation of Jackson network

As can be seen in the table, the expected customers per node only differs slightly
between the results from the simulation and from theory, validating the simu-
lation as a correct simulation of the Jackson network.
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7 Results

The results section is divided in two main parts. First the case is explained on
which the models are used. Secondly, the results obtained from the SD model
and results obtained from the DES model are discussed.

7.1 Practical case

In this section, a case will be described that is similar to the elderly care system
in the Amsterdam region. This case will then be evaluated using the models
in section 4 and 6, based on a systems dynamics approach and a discrete event
simulation approach. The system used for this case is based on the figures seen
in the report of ”Krakende ketens”[27] and in figure 3. The system seen in fig-
ure 3 is reduced to a simpler system with only the relevant locations. These are
locations where patients stay long term (more than a few days) and where ca-
pacity is a crucial aspect, either time, material or personnel wise. The reduced
system can be seen in figure 38, with the following locations: hospital, nursing
home and home care, arrivals from and departures to outside the system are
elderly persons that do not require long term care, however these people can
still use their GP’s.

Hospital

At home without
professional long
term care

Back home or

Nursing Home
passed away

Home Care

Figure 38: System of elderly care system in the Netherlands

To determine the parameters of this system, public and respectable online
sources are used, such as open CBS data and news articles. First, the aver-
age population of each location is estimated and after that how many patients
on average transfer from each location to another. For the SD-model these val-
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ues are then translated to the following: P, the percentages of patients that
move to another location every time step, and the population sizes. For the
DES-model these values are translated to arrival and service rates, as well as
transfer percentages.

Public data shows that there are around 45000 hospital admissions from elderly
patients in Amsterdam|[11]. It is estimated that on average elderly patients stay
around one week. Therefore, it is estimated that each week around 750 patients
then move back home or pass away, around 80 patients leave the hospital to re-
quire home care and around 10 move to the nursing home. Next, in the nursing
home it was estimated that there are around 4000 patients in nursing homes
in Amsterdam[16] and of these patients each week around 25 pass away[9][10].
Since it is also possible that elderly patients from the nursing home require hos-
pital care, the number of patients that transfer each week from nursing home
to the hospital is set to 5. Using public data from Vektis[29], the average pop-
ulation of home care is estimated to be around 9000 elderly persons, and since
patients use home care long term, it is assumed that each week around 275 pa-
tients transfer from home care to the hospital, 5 from home care to the nursing
home and 275 pass away or transfer from home care back to home without pro-
fessional long-term care. Lastly, around 95000 elderly persons are on average at
home without any professional long-term care.

Hospital
~800

= ~10

No need anymore
for professional
care

At home without ~15

professional long

term care
~95000

Nursing Home
~4000

~5

Home Care
~9000

Figure 39: System of elderly care system in the Netherlands with estimated
values for the average population size and average flow size per week

After trial and error the following values are used for the SD-model: the follow-
ing transfer sizes per week,P:
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At home

From\To Hospital | Home care | Nursing home | without home
care

Hospital 0% 10% 1% 89%

Home care 3% 0% 0.05% 3%

Nursing home | 0.1% 0% 0% 0.6%

At home

without home | 0.6% 0.5% 0.015% 0%

care

Table 8: Parameters settings for the SD model of the practical case

The starting values of the stock are all set below the found equilibrium levels
and the priorities are set such that at each location patients from the hospital
are prioritized the highest followed by patients from home care, nursing home
and last home without professional care. The capacities and time parameters
are chosen based on the equilibrium state, which will be discussed in the results

section.

Using the SD-model parameters, the following parameters are used for the DES-
model, where each location has zero capacity for their queue in front:

Locations arrival rate | service rate Output percentages :
. Nursing
Hospital | Home care
Home
Hospital 570 1 0 0.1 0.01
Home care 475 0.0605 0.496 0 0.008
Nursing home | 14.25 0.007 0.143 0 0

Table 9: Parameters of the DES model based on the practical case

7.2 Results: SD model

Using the SD model the following results are obtained:

e The equilibrium levels given the system described in the practical case

section.

e The needed capacity according to the SD model in case the system works
with or without coordination.

e An example of how the SD model can be used to determine the effect of
policy changes.

e What an aging population might do to the system if there are no policy

changes.
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Equilibrium levels

The equilibrium levels are found by running the SD model with the given pa-
rameters found in the practical case section, with At = %, where each time unit
is one week. The begin time of 0 and an end time of 100 is chosen, since it was
observed that the system stabilizes before 100 time units have passed. As can

be seen in the table below, the found equilibrium levels are as expected.

Location Equilibrium level
Hospital 852

Home care 9259

Nursing home | 4134

Table 10: Found equilibrium levels of the SD model

Minimum capacities

Minimum capacities are calculated using the method described in section 5.1.3
and tested out by running the system with the described capacities in either a
system with or without coordination. As can be seen in the tables and figure
40, the relative difference is the biggest at the hospital. The hospital needs
14% more capacity when no coordination is used compared to the situation
where locations coordinate together how to transfer patients, according to the
SD model. This effect is likely the largest at the hospital since the length of
stay is here the shortest.

Locations With coordination | Without coordination
Hospital 852 973

Home care 9259 9339

Nursing home | 3914 3918

Table 11: Needed capacities according to the SD model for the system with and
without coordination

Locations With coordination | Without coordination
Hospital 100% 114%
Home care 100% 101%
Nursing home | 100% 100%

Table 12: Needed capacities in percentages of the needed capacity with coordi-
nation according to the SD model
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1150 Needed capacity in % (compared to the needed capacity without coordination)

s With coordination
B without coordination

112.51

110.01

107.51

R 105.0

102.5

100.0

Hospital Home care Nursing home

Figure 40: Bar chart of the needed capacity compared to the system with coor-
dination

Aging population

According to a news article by AT5[2], the elderly population of Amsterdam
will increase by approximately 45000 in the next 10 years. If linear growth is
assumed, then each week the elderly population will increase with approximately
85. After 10 years this growth will stop and the population will stabilize. This
can be modeled in the system by replacing the population of elderly persons at
home without long-term professional care, which was a constant 95000 by the
following formula 95000 + 85¢, where t is time elapsed in the system in weeks.
If ¢ > 520 then the population will be determined by 95000 + 85 x 520 = 139200
and remain constant. Figure 41 shows how the average population grows during
the increase in elderly persons and how it stabilizes after the growth stops. The
growth is mostly visible in the average population of home care, but all three
locations show an increase as can be seen in figure 41.
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Figure 41: Line chart of average population at each location

Policy changes

Policy changes range from small to large, where either only one transfer size
changes or multiple. In discussion with the research group it was difficult to
quantify what the direct effect of some policy changes is on the parameters. To
show what the SD model can do to quantify the full effect of policy changes,
the following example is used: fall prevention. Fall prevention can help elderly
people by making their homes safer such that falls become less frequent or less
severe. This policy change has effect on the population that lives at home either
with or without home care. It is assumed that due to fall prevention elderly
persons at home are 40% less likely to go the hospital. This decrease is visible
in the percentage that transfers from home care to the hospital (changes from
3% to 3% 0.6 = 1.8%) and at home without home care to the hospital (changes
from 0.6% to 0.6%0.6 = 0.36%). Assuming that the average length of home care
use stays the same, the patients that finish home care and would previously go
to the hospital, now stop using home care and stay at home without home care,
therefore this percentage changes as well (changes from 3% to 3+3%0.4 = 4.2%).
The parameters then become:
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Home | Nursing At home
From\To Hospital without home
care home
care
Hospital 0% 10% 1% 89%
Home care 1.8% 0% 0.05% 4.2%
Nursing home | 0.1% 0% 0% 0.6%
At home
without home | 0.36% 0.5% 0.015% 0%
care

Table 13: The parameters of the SD model after the policy change

The following figures 42 and 43 show the effect of this policy change. Figure 42
shows the absolute differences between the situation before and after the policy
change, it is difficult to tell using this figure what the actual effect is. The other
figure, 43, shows the relative differences and tells us that the the average hospital
population decreased by approximately 40%, which is as expected since most
hospital admissions come from elderly persons living at home, but apart from
that the average populations from home care and nursing home also decreases
by around 10%. This shows that a change at one place in the system can have
effect at other places.

Average population

mmm Without fall prevention
mmm With fall prevention

8000 -

6000

#persons

4000

2000 A

Hospital Home care Nursing home

Figure 42: Average size of population at each location
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110 Average population in % (compared to the average population without fall prevention)

mmm Without fall prevention
mmm With fall prevention

Hospital Home care Nursing home

Figure 43: Average size of population at each location

7.3 Results: DES model

The DES model is used on the same system as the SD model, but now the
stochastic elements are included. The effect of the stochasticity will become
visible by doing the following runs with the DES model: runs where swaps are
not possible and runs where swaps are executed as soon as found useful. Both
these settings are ran with the capacities found in section 7.2 using coordination.
These capacities are then again used but now increased by one times the square
root of the capacity and two times the square root of the capacity. These
increments are chosen based on research done by Green et al.[18], to see what
effect increased capacities have on quality of service. Each run had a run time
of 14 hours, in the simulation corresponding to around 150 weeks. The run time
of the simulation is long due to the different time scales of the locations. The
hospital has arrivals and departures every simulation hour, while the nursing
home has a few departures every week in simulation time. The warm up period
is shortened by starting the system full. This section will contain two parts: (1)
to see the effect of stochasticity and (2) the effect of swaps.

The effect of stochasticity

By running the system with the needed capacity of the SD model it immediately
becomes clear how big the effect of stochasticty can be on the system. Figures
44 and 45 show that, with or without swaps, the system does not have enough
capacity and the waiting list blows up, resulting in ever growing waiting lists.
These two graphs already show the effect of stochasticity, where the SD model
had no waiting times and lists with this capacity, and the DES model shows
that in reality this would not hold.
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Patients waiting_at outside_to Hospital

1000 -

800 A

600 -
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Time

Figure 44: Number of patients waiting outside the system to go to the hospital

when the DES model is ran using the capacity of the SD model and swaps are
done when needed.
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Patients waiting_at outside_to Hospital
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Figure 45: Number of patients waiting outside the system to go to the hospital
when the DES model is ran using the capacity of the SD model and no swaps
are done.

By increasing the capacities with one or two times the square root of the ca-
pacity, the system becomes stable as can be seen in figures 46 and 47. In these
figures it is visible that there are still patients waiting at some times, so the
result of no waiting patients at any time from the SD model could in this case
only be obtained by using infinity capacity, otherwise there will always be a
chance (however small) that all capacity will be used at one time.

Patients waiting_at_outside_to_Hospital

—— the set capacity
1000 A —— the set capacity + 1 times the square root
—— the set capacity + 2 times the square root

800 -

o
o
o

Patients

400 1

200 A

04 MAaaN. M~ AN PR
20 40 60 80 100 120 140
Time

Figure 46: Number of patients waiting outside the system to go to the hospital
when the DES model is ran with swaps done when needed.
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Figure 47: Number of patients waiting outside the system to go to the hospital
when the DES model is ran and no swaps are done.

It is also visible that, due to stochasticity. there is always a probability that a
person has to wait. However, by increasing the capacity, the average waiting
time decreases and the probability that one has to wait also decreases. This can
be seen in the following graph 48, where more patients can be served faster or
start service without waiting.
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Cumulative frequency polygon of the waiting times
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Figure 48: Cumulative frequency polygon of the waiting times of two capacity
settings. The other capacity setting is not used as it resulted in a unstable
system.

The effect of swaps

The effect of swaps on the system is measured by comparing the results when
swaps are allowed and when swaps are not allowed, with every capacity setting
used above. The effect is visible in figure 49, where with swaps the average
waiting time is noticeably lower. However, note that these waiting times are
heavily influenced by the waiting times for service at the hospital, since most
patients arrive and are served at that location. The simulation runs proved to
be too short to obtain reliable results for the average waiting times of nursing
homes. A longer run time is therefore needed or another technique, such as
estimation or running the locations separately. Some general observations were
also made during these runs namely:

e More swaps were used in settings with less capacity, than in settings with
more capacity

e Swaps were mostly done between two locations, namely the hospital and
home care and consisted of 2 patients, one of each locations.
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e A short test with only allowing swaps at a given time interval showed that
swaps could still be useful, but more research is necessary to determine
the full effect.

Bar chart of the average waiting times with 95% Cl of all locations combined

B Without swaps
3 With swaps

Average waiting time (in hours)

Capacity setting 1 Capacity setting 2
Figure 49: Bar graph of the average waiting times, where capacity setting 1 is

where the capacity is increased by the square root factor and setting 2 is where
the capacity is increased by two times the square root factor.
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8 Conclusion

This paper shows the usefulness of SD model as well as DES model, together
showing the importance of simulation models for elderly health care.

Results show that the SD model can be used to sketch a system view of the
elderly health care in Amsterdam, showing that locations are dependent and
affected by each other. The results in section 7 show how the SD model can be
used to determine the average population size of locations, the possible effect
of coordination and importantly the effect of an aging population and policy
changes on the long term. The example used in the results section of fall pre-
vention shows how a change of parameter at one location has effects on other
locations as well. The DES model results however, show that, setting the ca-
pacity purely based on the SD model, ignores the effect of stochasticity and
therefore underestimating the needed capacity and effect on waiting times. The
conclusion therefore is that the SD model can best be used to determine what
the system does on the long-term, such as large population changes or changes
in health care policies by either local or national governments. The SD model
cannot be used as a tool for all purposes as stochasticty is not included.

The DES model has a much longer run time than the SD model and it is there-
fore not advised to use for long-term simulations. This model can, however, be
used to gain insight into the effect of stochasticity and shows how the swaps
can work in this given setting. In the results section it was clear that ignoring
the effect of stochasticity results in capacity set too low, letting the waiting lists
grow. The DES model also shows what the effect of swaps can be. However,
it is difficult to estimate how important these swaps are in the realistic setting.
These swaps are necessary when there is chance on a full deadlock that locks
the whole system, but swaps can also be beneficial in other cases. The effect of
swaps seems to be largest in systems where there is barely enough capacity for
the given demand.

To summarize, the SD model shows that macro models can be used to gain
insight into the system and determine the effect of an elderly population grow-
ing. The SD model can also be used to determine indirect effects policy changes
have on the system as a whole. The macro model should however not be used to
determine the capacities as, due to the absence of stochastic element, the model
underestimates waiting times and lists, resulting in unstable systems. The DES
model can then be used to simulate the day-to-day operations and therefore
determine actual capacities. However, this model can better not be used to
determine long term effects, given the long run time and slow convergence.
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9 Discussion

This paper aimed to show the use of simulation models in the elderly health
care in Amsterdam. The modelling part required some assumptions and could
be expanded in future use to closely resemble the reality, but due to time con-
straints these additions have to wait for possible future research. In this section
some of these assumptions will be discussed and what additions could be made
or what research could be done in the future.

The system described in section 7.1 is based on public news articles or public
aggregated data from CBS. However, not all needed data was readily available
and some of these values were estimated. For future research it will be advised
to base these parameters on real and more complete data, such that this system
will closely resemble the realistic situation. In this way the results and conclu-
sions drawn from the system can be of real value for stakeholders, such as care
providers or insurance companies. Right now, the results and conclusion from
this paper can still be seen as valuable insights into the system.

For the SD model, it is chosen to only include the direct parameters, in re-
ality the length of stay of a elderly person can be influenced by many factors,
such as but not limited to the budget, the availability of informal care, the
neighborhood the patient lives in, the season and many more. It might be diffi-
cult to identify and include more factors, but the most important of the factors
could be useful to provide a more dynamic system to mirror policy changes or
an aging population which might be more dependent on family and friends.

Both the SD and DES model do not take into account the possibility of el-
derly people worsening due to waiting for the right care. This worsening is also
known in the queueing theory as abandonment, where a person can abandon
the queue to departure out of the system or to join another queue. An example
might be an elderly person waits for home care, he/she worsens in state and
now requires hospital care. This could be crucial in a system where people have
to wait too long for the right care.

The run time of the DES model is significantly longer than the SD model due
to multiple reasons. First, the DES model follows each patient individually
and therefore has to draw and keep track of more service, waiting and arrival
times. Another reason is that, due to stochasticity, the results from the DES
model need to converge, otherwise these are not reliable. Lastly and perhaps
most interestingly, currently the DES model simulates three different locations
where care is provided, namely hospital, home care and nursing home. These
locations operate on different time scales; in the hospital patients stay days
or perhaps weeks, in the nursing home patients stay years. The hospital has
multiple arrivals and departures every day, while the nursing home changes less
frequently. This results in the nursing home converging and warming up very
slowly, while in the hospital this is not the case. Future research could be done
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in reducing this needed run time, by either an approximation method, such as a
machine learning model trained on a DES generated dataset or a method based
on the known Jackson network, or splitting the locations in short and long term
locations as the nursing home seems static for the hospital.

The use of swaps, transferring two patients occupying each other intended ca-
pacity, is also discussed. Swaps are only necessary in the case of deadlocks. In
reality it is hard to estimate how often these deadlocks occur and how they are
resolved manually by personnel of different locations. There are also limitations
on the swaps: swapping 20 patients every day might prove to be impossible in
reality, so there is probably a limitation on how many patients can be swapped,
but there might as well be a limitation on when these patients can be swapped.
Both these limitations can be added easily in the two models as the prepara-
tions for these additions are already made when the models were constructed.
To summarize, the swaps are useful for resolving deadlocks, however, at the
moment it is unknown whether deadlocks occur frequently and what kind of
limitations are connected to these swaps.

This paper was solely focused on models for the elderly care system in Am-
sterdam. However, the described models could also be used for other purposes.
The notion of deadlocks and swaps can be generalized to be used in various
settings where capacity is important and waiting persons or objects can block
other waiting persons or objects.
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Appendices

A Possible paths in the system

Possibles paths an elderly person can take as visualized in "Krakende Ketens’[[27]].

Figure 50: Possible paths in the system of elderly care

B Queueing theory basics
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A —»

Waiting Service
area node

Figure 51:
simple one queue model

Visual representation of a

Four elements are of importance in a
queueing model, namely: the arrival
process, service process, number of
servers and space in the queue. These
four elements are often noted using
Kendall’s notation as A/B/C/D. A
denotes the arrival process often M
for Poisson arrivals. B is the service
process, often M (Markovian or mem-
oryless) for exponential service times.
C is the number of servers and D is
the number of spaces for customers.

These models are often visually represented as in figure 51, as can be seen
C =1and D = o in this figure. If D = co often D will not be given in the

notation then.

The number of customers in a queueing system can often be described using
(embedded) Markov chains. Using these Markov chains the steady-state distri-
bution can be determined. These steady-state distributions tells us the proba-
bility of the system to have a number of customers, often noted as 7(x), where
z is the number of customers. This can then be used to evaluate, predict or
optimize the queue, for example to make sure that the probability of having a
number of customers in the queue is minimal.

C Example of a system dynamics model

An example taken from available literature[30].
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Figure 52: Example of a system dynamics model[[30]]

D Tips & tricks for linear programming

Absolute values

Ever decision variable of which the absolute value is used in either the constraints

or objective can be replaced. This is done using the following replacement:
+ -

$]:$j —.’Ej

o)l = 2 +2;

+ —
z;,T; >0
This ensures that the problem after this replacement is linear even when absolute
values where used.

Min-max objective

A minimax objective means that the objective of the LP is to minimize the
maximum of function, which could look something like:

mimimaize mamkeKE CrjTj
jeJ
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This can be transformed to a linear problem by the following transformation,
introduce an extra decision variable z, alter the the objective and add an extra
constraints as such:

min  z
s.t. Z crj; < 2 Vk e K
jeJ

Either-or constraints

Either-or constraints means that given two constraints at least one of the con-
straints must hold. If for example the following constraints are given:

Zaul‘j <b

jeJ

or
E az;z; < by
jeJ

Normally this cannot be done linearly since in a LP all constraints must. To
model the either-or constraints, first a binary variable y is introduced, this is
done to activate one of the two constraints. Next the constraints are rewritten
with the help of a big value M.

Zalej S b1 +My
jeJ

Z(lgj.l?j <by+M(1-y)
jed

If y = 0 then the first constraints is activated and the second weakened and if
y = 1, then the first is weakened and the second one activated.

Conditional constraints

Conditional constraints are when if constraints a holds, then also constraints b
must hold. For example:

if :

a) Z a1 S bl
JjeJ

then :

b) Zagjl'j S bQ

jeJ
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This can be rewritten to either-or constraints, since there are two possibilities
if @ holds then b holds, or a does not hold and then b does not have to hold,
results in b or not a needs to hold. Which can be solved in the same way as
either-or constraints.

E Graphs of oscillating patient levels

Graphs of patient levels in a system with transition rates of 100%. The graphs
show that the patient levels at the locations is not at a constant equilibrium,
but oscillates due to the transition rates of 100%.

(a) Patients at A (b) Patients at B

(c) Patients at C (d) Patients at D

Figure 53: Plots of patients at different locations corresponding to the model
seen in fig.19
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